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Abstract—In this paper we study the application of Matrix
Completion in topic detection and classification in Twitter. The
proposed method first employs Joint Complexity to perform
topic detection based on score matrices. Based on the spatial
correlation of tweets and the spatial characteristics of the score
matrices, we apply a novel framework which extends the Matrix
Completion to build dynamically complete matrices from a
small number of random sample Joint Complexity scores. The
experimental evaluation with real data from Twitter presents
the topic detection accuracy based on complete reconstructed
matrices, and thus reducing the exhaustive computation of Joint
Complexity scores.

I. INTRODUCTION

During the last decade social networks have changed
the way of communication and as a result the information
exchanged between users has increased dramatically. In
this work we want to address the major challenges of
topic detection and classification in Twitter by using less
information, and thus reducing the complexity.

The evaluation of the proposed method is based on the
detection of topics like the categories of a mainstream
news portal. First we perform topic detection based on
Joint Complexity (JC) and then we introduce the theory
of dynamic Matrix Completion (DynMC) to reduce the
computational complexity of JC scores based on the simple
Matrix Completion method (MC). The method is context-free
and does not use grammar, dictionaries, stemming processes
or semantics. Moreover, since it relies directly to the alphabet
it is language-agnostic.

The sequence of text is decomposed in linear time into a
memory efficient structure called Suffix Tree (ST) [1] and by
overlapping two trees, in linear or sublinear average time,
we obtain the JC defined as the cardinality of subsequences
that are common in both trees. The method has been
extensively tested for Markov sources of any order for a finite
alphabet and gave good approximation for text generation,
language discrimination and author identification. Due to
space limitation a more complete prior study of ours can be
found in [2].

While there are recent works that propose solutions to the
exhaustive computations [3] they are not taking into account
the dynamics of the users and use synthetic data instead. We

extend these methods by proposing a dynamic framework
in Twitter that takes advantage of the spatial correlation of
tweets, and thus reduces the computational complexity.

The paper is organized as follows: Section II introduces
the JC method, while Section III gives the motivation and
describes the application of MC. Section IV describes the
framework of DynMC, while Section V evaluates the perfor-
mance with real data obtained from Twitter. Finally, Section VI
summarises our main results and provides directions for future
work.

II. SEQUENCE COMPLEXITY

Several studies [4], [5] have attempted to define
mathematically the complexity of a sequence based on
the concept of its randomness. Lets assume that X is our
sequence and I(X) its set of factors (sub-sequences), then
|I(X)| is defined as the complexity of the sequence X . For
example if X = apple then I(X) = {a, p, l, e, ap, pp, pl,
le, app, ppl, ple, appl, pple, apple, ν} and |I(X)| = 15 (ν
denotes the empty string). Figs. 1 and 2 show the STs for the
word apple and maple respectively.

Fig. 1. Suffix Tree for the sequence apple, where ν is the empty string.

In order to measure the similarity of two sequences, we
have to study the common subsequences between them. In [6]
the concept of JC of two sequences was introduced as the
number of common distinct factors between them, i.e. the JC
of sequence X and Y is equal to J(X,Y ) = |I(X) ∩ I(Y )|.
Fig. 3 shows the ST superposition for the word apple and
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Fig. 2. Suffix Tree for the sequence maple, where ν is the empty string.

Fig. 3. Suffix Tree superposition for the sequences S1 = apple and S2 =
maple, with J(S1, S2) = 9.

maple respectively, which have nine common factors, i.e.
J(X,Y ) = 9.

Our previous experiments [2] showed that the mentioned
complexity estimate for memoryless sources converges very
slowly. Furthermore, memoryless sources are not appropriate
for modelling text generation; we extended JC estimate to
Markov sources of any order on a finite alphabet. Markov
models are more realistic and have a better approximation for
text generation than memoryless sources [2], [7].

Although we do not present deep theoretical analysis in this
paper, it worths to mention that the second order asymptotics
for JC has the following form:

γ
mκ

√
α logm+ β

(1)

for some β > 0, κ < 1 and γ, α > 0 which depend on the
parameters of the two sources. This new estimate has a faster
convergence, and is preferred for texts of order m ≈ 102; For
some Markov sources our analysis indicates that JC oscillates
with m. This is outlined by the introduction of a periodic
function Q(logm) in the leading term of our asymptotics.
This additional term even further improves the convergence
for small values of m and therefore JC is an efficient method
to capture the similarity degree of short texts. JC has a variety
of applications, such as detection of the similarity degree of
two sequences, for example the use of plagiarism in texts or
documents or the identification of authors and era of texts. In
this paper we use it to analyze online social networks, such

as Twitter, which has small posts (≤ 140 characters) and
perform topic detection.

We have two phases, the Training, where we build our
databases and the Runtime, where we run and test the algo-
rithm.

A. Training Phase

We construct the training databases (DBs) by using Twitter’s
Streaming API which delivers tweets in the basic .json format,
while filtering for specific keywords for each category. The
main categories we use are politics, economics, technology,
lifestyle and sports. For example, we build a class about
politics by sending a request to Twitter API for tweets that
contain the word “politics”. Using these requests we build
C classes, with C = 5, and each class has N tweets, with
N = 15, 000. We allocate a number of keywords to each
class, which are necessary to construct the class.

B. Runtime Phase

Assume that we have a dataset of S timeslots with
s = 1 . . . S, and each timeslot is a 15 minutes request in
Twitter API. For every tweet xi, where i = 1 . . . N , with
N being the total number of tweets, in the s-th timeslot,
i.e xsi , we build a suffix tree, ST (xsi ). Building a ST costs
O(m logm) and takes O(m) space in memory, where m
is the length of the tweet, in comparison of m3 needed by
algorithms based on semantic analysis.

Then we compute the JC metric, JC(xsi , x
s
j) of the

tweet xsi with every other tweet xsj of the s-th timeslot,
where j = 1 . . . N , and j 6= i (by convention we choose
JC(xsi , x

s
j) = 0 when i = j). The JC between two tweets

can be computed efficiently in O(m) operations (sublinear on
average) by ST superposition. For the S timeslots we store the
JC scores in the matrices s1, s2, . . . , sS of N×N dimensions.

The representation of timeslots is given by fully connected
edge weighted graphs, where each tweet is a node and Sn
holds the weight of each edge [8]. The score for each node
is calculated by summing weights of all the edges that are
connected to that node. The node that gives the highest
score is the most representative and central tweet of the
timeslot. As mentioned previously, most of the timeslots have
15, 000 tweets, so matrices s1, s2, . . . , sS have approximately
225 × 106 entries for each timeslot. Since the score matrices
are symmetric, only half of these entries could be used, i.e
upper/lower triangular, which reduces the complexity to N2

2 .

We then assign a new tweet to the class that maximises
the JC metric within that class. In order to limit the size of
each reference class we delete the oldest tweets or the least
significant ones (e.g. the ones which obtained the lowest JC
score).

2016 24th European Signal Processing Conference (EUSIPCO)

1099



III. MOTIVATION

The previously described procedure requires the extensive
calculation of JC scores, i.e. if there are Ns tweets in the
s-th timeslot of the set of tweets to be classified, there are
Ns × (Ns − 1)/2 such scores to be calculated.

In order to address the exhaustive computation of JC
scores, we perform random sampling on the score matrices.
Random sampling reduces the time needed to build the score
matrices and as a result the computation needed to check
every tweet with every other tweet. In order to succeed on
this, we need the existence of correlation between the matrix
scores, which depend directly on the sequences (tweets) we
have in our database’s timeslots.

Tweets have spatial correlation since the ones closer to the
meaning show similar measurement score matrices. Since the
tweets are correlated, the degrees of freedom of the score
matrices are much lower than their dimension. If a matrix
has a low rank property, then it presents a limited number of
degrees of freedom.

While the recovery of the i · j entries of matrices
s1, s2, . . . , sS is impossible from a number of measurements
m (where m � i · j), MC [9] shows that such a recovery is
possible when the rank of a matrix s is small enough compared
to its dimensions. In fact, the recovery of the unknown matrix
is feasible from m ≥ cj6/5r log j random measurements,
where j > i and rank(s) = r. The original matrix s can
be recovered by solving the following optimization problem:

min ||s||∗ s.t. A(s) = A(M) (2)

where ||s||∗ =
∑min{i,j}
k=1 σk(s) with σk(s) being the k-th

largest singular value of s. M is the matrix s after sub-
sampling, while A is a linear map from Ri,j → Rm, that
has uniform samples in rows and columns and satisfies the
Restricted Isometry Property (RIP).

Sampling on the measurements vectors of s will provide an
incomplete scores matrix. The topic that has to be revealed
uses a subset Ω of the measurements of S, which randomly
chooses by sensing a random number of the k < h tweets
of the timeslot. Finally the topic detection get Ω ⊆ |i| × |j|
measurements, with

|Ω| = k(i× j)
h

(3)

while the sampling map AΩ(M) has zero entries at the j-th
position of the i-th timeslot if s(i, j) /∈ Ω.

During the runtime phase we need to recover the unobserved
measurements of matrix s, denoted by s−, by solving the
following minimization problem

min ||s−||∗ s.t. ||AΩ(s−)−AΩ(M)||2F < ε (4)

where F denotes the Euclidean norm, and ε is the noise
parameter. The convex optimization problem in (4) can be
solved by an interior point solver, e.g. CVX [10], or via
singular value thresholding, e.g. FPC and SVT [11], which
applies a singular value decomposition algorithm and then
projection on the already known measurements in each step.

IV. PROPOSED FRAMEWORK

In this Section, we describe our proposed framework,
DynMC, led by the intuition of the spatio-temporal
correlations between JC scores among the several
representative tweets. During the training phase we collect
tweets and compute the JC scores at each time t.

Assume that C ∈ Ri×i defines the temporal correlation
of the tweet in specific classes, while ε indicates the noise.
The relationship of the tweets between the JC scores and the
representative tweets over time can be expressed as:

[A(M)]t = C [A(M)]t−1 + ε (5)

where [A(M)]t and [A(M)]t−1 ∈ Ri×1 represent the JC
scores at time t and t− 1, respectively, received at a specific
class.

As it was mentioned earlier, tweets have a spatial
correlation, since closer tweets or classes show similar
measurement vectors. In this paper we try to address this
problem by introducing a dynamic Matrix Completion
technique. The proposed technique is able to recover the
unknown matrix at time t by following a random sampling
process and reduce the exhaustive computation of JC scores.

As it was mentioned in Section III subsampling gives matrix
Mt at each time t of the sampling period and we receive a
subset Ωt ⊆ |i|× |j| of the entries of Mt, where |Ω|t = k× i.
The sampling operator At (as defined in Section III) gives

[At(M)]j,i =

{
Pj,i, (j, i) ∈ Ωt

0, otherwise.
(6)

where Pj,i is the JC score received at j, i and Ωt is a subset
of the complete set of entries |i|×|j|, where Ωt∪ΩCt = |i|×|j|.

While the sampling operator ACt (Mt) collects the
unobserved measurements at time t, we also define the
sampling operator AI = At−1 ∩ACt as the intersection of the
training measurements of the classes by time t− 1.

We need to recover the fingerprint map Mt that will be used
during the runtime phase by taking into account the JC scores
received on previous time windows. The proposed technique
reconstructs matrix Mt that has the minimum nuclear norm,
subject to the values of Mt ∈ Ωt and the sampled values at
time t − 1. There is a clear correlation with measurements
at time t via C according to the model in Eq. 5. Matrix C
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and the original matrix Mt can be recovered by solving the
following optimization problem

min
M̃t,C

||M̃t||∗ s.t. (7)

||At(M̃t)−At(Mt)||2F ≤ ε1 (8)
||AI(C ·Mt−1)−AI(Mt)||2F ≤ ε2 (9)

where M̃t is the recovered JC scores matrix at time t. Variables
ε1, ε2 ≥ 0 represent the tolerance in approximation error, while
||·||F denotes the Frobenious norm as mentioned in Section III.
Matrix C expresses the relationship between the values of
Mt ∈ ΩCt ∩ Ωt−1 and it is adjusted to the number of common
tweets at time t− 1 and t. CVX [10] can be used to solve the
general convex optimization problem in Eq. 8 and 9.

V. EXPERIMENTAL RESULTS

Considering the topic detection and classification evaluation,
the accuracy of the tested methods was measured with the
standard F-score metric, using a ground truth over the
database of more than 1,5M tweets.

The Document-Pivot (DP) method was selected to compare
with our method, since it outperformed the other state-of-
the-art techniques in a Twitter context as shown in [12]. The
tweets are collected by using specific queries and hashtags
and then a bag-of-words is defined, which uses weights
with term frequency-inverse document frequency (tf-idf).
Tweets are ranked and merged by considering similarity
context between existing classified and incoming tweets. The
similarity is computed by using Locality Sensitive Hashing
(LSH) [12], with its main disadvantage being the manual
observation of training and test tweets [13].

The classification performance is compared for: (a)
Document Pivot (DP), (b) Joint Complexity with Compressive
Sensing (JC+CS) [14], [15], (c) Document Pivot with URL
(DPurl), (d) Joint Complexity and Compressive Sensing with
URL (JCurl+CS) [14], [15], where (c) and (d) include the
information of the compressed URL of a tweet concatenated
with the original tweet’s text; extracted from the .json file.

Fig. 4 shows the recovery error of the score matrices s
based on FPC algorithm. We can recover the si matrices by
using approximately 77% of the original symmetric part with
the error of completeness → 0, while addressing the problem
of exhaustive computations.

Several widely-used norm-based techniques and Bayesian
CS algorithms are employed to treat the classification
problem.1: 1) `1-norm minimization using the primal-dual
interior point method (L1EQ-PD), 2) Orthogonal Matching

1For the implementation of methods 1)-5) the MATLAB codes can be found
in: http://sparselab.stanford.edu/, http://www.acm.caltech.edu/l1magic, http://
people.ee.duke.edu/∼lcarin/BCS.html
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Fig. 4. Reconstruction error of si by using the FPC algorithm. Approximately
77% of the symmetric part needed while the error of completeness → 0.
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Fig. 5. Topic detection accuracy measured by F-Score for the DP, DPurl and
JC, JCurl method as a function of the number of measurements (%) on the
recovered matrix s− by using the `1-norm min. on 67% of the measurements.

Pursuit (OMP), 3) Stagewise Orthogonal Matching Pursuit
(StOMP), 4) LASSO, 5) BCS [16], and 6) BCS-GSM [17],
[18].

Fig. 5 compares the topic detection accuracy decreased
by 10% for the DP and DPurl and 5% for the JC and JCurl
method as a function of the number of measurements of the
reconstructed matrix s− (67% of s) by using the `1-norm
min. JC and JCurl uses the Bayesian framework which makes
them more robust to the noisy process of scores matrices
computation while exploring the spatial correlation of the
measurements.

Finally, Fig. 6 shows the performance of the proposed
DynMC method versus the classic MC as a function of the
total number of measurements of the reconstructed symmetric
matrix. We can observe a faster convergence of the DynMC
method as the number of measurements is increased. More
specifically, after the critical point of 40% of the symmetric
part, the DynMC performs better and achieves completeness
at 78% of the original matrix.
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Fig. 6. Reconstruction error of si by using the FPC algorithm. DynMC has
a faster convergence compared to MC as the error of completeness → 0.

VI. CONCLUSIONS

In this paper, we applied a novel framework based on
dynamic Matrix Completion to reduce the exhaustive computa-
tion of the score matrices during the process of topic detection
based on Joint Complexity. The experimental evaluation re-
vealed great performance with low computational complexity.
As a future work, we intend to exploit the joint sparsity
structure of the score matrices among the several representative
tweets, improving the reconstruction accuracy towards their
completeness.
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