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ABSTRACT 

 

Positron Emission Tomography (PET) imaging is of im-

portance for diagnosing neurodegenerative diseases like 

Alzheimer Disease (AD). Computer aided diagnosis 

methods could process and analyze quantitatively these 

images, in order to better characterize and extract mean-

ingful information for medical diagnosis. This paper pre-

sents a novel computer-aided diagnosis technique for 

brain PET images classification in the case of AD. Brain 

images are first segmented into Regions Of Interest (ROI) 

using an atlas. Computing some statistical parameters on 

these regions, we define a Separation Power Factor (SPF) 

associated to each region. This factor quantifies the ability 

of each region to separate AD from Healthy Control (HC) 

brain images. Ranking selected regions according to their 

SPF and inputting them to a Support Vector Machine 

(SVM) classifier, yields better classification accuracy rate 

than when inputting the same number of ranked regions 

extracted from four others classical feature selection 

methods. 

 

Index Terms— Computer-Aided diagnosis (CAD), 

Support Vector Machine (SVM), Voxel-Based Analysis 

(VBA), Classification, Receiver Operating Characteristic 

(ROC), Alzheimer’s Disease (AD), Feature Selection. 

 

1. INTRODUCTION 

 

Alzheimer Disease (AD) affects more than 30 million 

people over the world constituting most common cause of 

dementia.  Positron Emission Tomography is a functional 

imaging modality which helps to diagnose such a disease. 

Early detection and diagnosis of AD is necessary for de-

veloping new treatments. Visual evaluation of brain scan 

images remains qualitative and operator-dependent. Com-

puter-Aided Diagnosis (CAD), based on medical imaging, 

may be a valuable tool and could bring a quantitative 

evaluation to better detect and evaluate brain diseases 

such as AD. 

Computer-aided diagnosis methods have been applied 

to tackle AD diagnosis [1-4]. They can roughly be divided 

into two groups: pixel and region based approaches. Pixel 

based techniques consider an image as a set of voxels, 

than compute some statistical parameters [5-9] and input 

them to a classifier. The main disadvantage of these meth-

ods is the small size problem where the number of voxels 

is higher than the images of the database.  Region based 

techniques try to select ROI either using some knowledge 

on the pathology disorder [10-15] or some pattern analysis 

methods [16-19]. 

In this paper, we are concerned with metabolic activity 

in the gray matter rather than the entire brain since AD is 

a cortical disease. These intensity values for HC and AD 

images will allow us to classify the images accurately. 

Even when extracting only these voxels, there will still 

remain a very large number of voxels to input as attributes 

to a classifier, which is the main disadvantage of the 

Voxel-Based Analysis (VBA). Feature selection and re-

duction is the way within we can describe most but not all 

of the variance within your data, there by retaining the 

relevant information, while reducing the amount of redun-

dant information to use. In this paper is a novel feature 

selection process consisting on an evolutionary search in 

the combinatorial space of features is presented. For that 

purpose, a novel region-based approach is developed to 

classify brain 18FDG-PET images. The motivation of this 

work is to identify the best regional features for separating 

AD patients from healthy controls, in order to reduce the 

number of features required to achieve an acceptable clas-

sification result while reducing computational time for the 

classification task.  

First a brain mapping into regions given by an atlas is 

used. Each region is then characterized by a set of features 

computed on the moments of its grey-level histogram, to 

obtain a reduced feature space. Second, a ranking based 

on the ability of each region to best separate healthy from 

AD brain images is studied using Receiver Operating 

Characteristics (ROC) curves. Region selection results 

using the proposed method are compared to those ob-

tained using classical feature selection techniques. When 

the best ranked regions for each feature selection method 

are input to the SVM classifier, the ones obtained by our 

approach outperformed classification results. The remain-
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der of this paper is organized as follows. Section 2 de-

scribes PET image database and pre-processing. Section 3 

presents the developed feature selection method and a 

short review of some state-of-the-art methods in the litera-

ture.  Section 4 presents classification results. Finally, 

Section 5 gives our conclusions. 

 

2. PET DATABASE 

 

     FDG PET scans were collected from the “La Timone” 

University Hospital, in the Nuclear Medicine Department 

(Marseille, France). The database was built up based on 

imaging studies of subjects that followed the standardized 

protocol of a hospital-based service. Therefore, FDG PET 

data was separated into two different classes: 61 healthy 

control (HC) (age range: 61.18[50…86] (mean 

[min…max])) and 81 patients with Alzheimer’s disease 

(AD) (age range: 70.60[50…90] (mean [min…max])). HC 

were free from neurological/ psychiatric disease and cog-

nitive complaints, and had a normal brain MRI. Patients 

exhibited NINCDS-ADRDA [20] clinical criteria for 

probable AD. 

Since each patient has a different global metabolic rate, 

and the scaling of the images values depends on the spe-

cific scanner used, the data needed to be normalized. 

However, the proposed system will assume the same loca-

tion within different images corresponds to the same ana-

tomical position and the same grey-level intensity corre-

sponds to the same brain activity, (among subjects).  

The data were spatially normalized using SPM8 software 

[5].  The dimensions of the resulting voxel were 2x2x2 

mm. Images were then smoothed with a Gaussian filter (8 

mm FWHM) to blur individual variations and to increase 

signal-to-noise ratio [21].  

After spatial normalization, intensity normalization was 

required in order to perform direct image comparison 

between different subjects. Intensity normalization was 

necessary since global brain activity varies from one sub-

ject to another. Different normalization methods were 

tested to determine the most appropriate one and were 

studied in [22]. These methods consisted in dividing the 

activity of voxels by a reference region activity, supposed 

to be preserved in patients. The gray-matter global brain 

ROI was used for that purpose. 

 

3. FEATURE SELECTION AND REDUCTION 

 

3.1. Combination Matrix 

 

The brain was segmented into 116 Regions Of Interest 

(ROI) according to AAL of WFU-Pickatlas tool, version 

2.4. [23]. For each ROI (Rj), the parameters mean (1), 

variance (2), skewness (3), kurtosis (4) and Entropy 

(5) are computed based on the region histogram h(x) as 

depicted in the following equations:  
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Our approach in this work consists on selecting ROIs 

which allow the best separation between our classes (AD 

and HC). Different parameter combinations for each re-

gion are used to select and rank ROIs according to a "Sep-

aration Power Factor" (SPF), defined in the following and 

which consequently produces a hierarchy of the ability of 

ROIs to separate between groups of subjects. The top-

ranked ROIs are then introduced into a SVM classifier.  

For each region, we examine the combination of these 

parameters (noted p1, p2, p3, p4 and p5) with a length vary-

ing from 1 to 5. Therefore, we start by the combinations 

of length 1 ({p1}… {p5}), then those of length 2 ({pi, pk}, 

1≤ i,k ≤5, ik), and so on until reaching the combination 

length of 5 parameters. Thereby, we create a combination 

matrix of 2
5
-1 = 31 columns. For each column, i.e. param-

eter combination, we compute the SPF (noted αj-p1p2…pi) 

for each region Rj jϵ {1...116} depends on the i parameters 

computed on it. The combination matrix has then 116 

lines and 31 columns. 

For a given region, HC and AD subjects are considered in 

an N-D feature space (N<=5). An N-Dimensional sphere 

(N-D sphere) is created over the group of healthy subjects 

(HC) (N=1 correspond to an interval, N=2 correspond to a 

disk, N>=3 correspond to a sphere).The N-D sphere’s 

center is the mass center of a healthy subjects distribution. 

We depict in Fig.1 the case of ‘Cingulum_Post_Left’ ROI 

based on three parameters: the mean, the standard devia-

tion and the kurtosis (p1, p2 and p4). 

At various radii, r, of the N-D sphere, we compute the 

following parameters:  

- nb_HC_in, number of HC subjects inside the N-D 

sphere,  

- nb_AD_in, number of subjects with AD inside the 

N-D sphere. 

- nb_HC_in/nb_HC
*
, True Positive Rate (TPR).  

- nb_AD_in/nb_AD
*
, False Positive Rate (FPR). 

The ROC curve is created by plotting the fraction of true 

positives (i.e. HC subjects well ranked) vs. the fraction of 

false positives (i.e. the AD subjects misclassified) at vari-

ous radii of the N-D sphere settings as it is presented in 

Fig.2. The Separation Power Factor (SPF) is defined as 

the area under ROC curve (AUC) and is within the range 

of [0, 1]. 

The set of the top ranked regions (associated to the higher 

values of SPF) are selected to be later used in classifica-

tion experiments. The results of our study are shown in 

Table I where we considered the 3D brain image illustrat-

ed in Fig.3. 

 
*nb_HC: number of HC subjects in the database 

*nb_AD: number of AD subjects in the database 
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 Throughout our work, physicians were regularly invited 

to discuss the appropriate value of the SPF threshold to be 

considered for region selection. Ultimately, the value of 

the threshold was set to 21ROIs. Indeed, previous simula-

tions have shown that when the number of ROIs exceeds 

21, a lower classification rate is achieved. 

 

Fig.1. The separation between AD and HC groups relative to the 

region ‘Cingulum_Post_Left’ with three parameters: the mean, 

the standard deviation and the kurtosis. 

 

Fig.2. ROC curve obtained for region ‘Cingulum_Post_Left’ 

using three parameters: The mean, the Standard deviation and 

the kurtosis. 

The obtained results, and in particular the 21ROIs identi-

fied are concordant with a recent review of the FDG-PET 

literature about the positive diagnosis of AD, with regions    

especially involving the temporo-parietal cortex, including 

the precuneus and the adjacent posterior cingulate cortex 

[24]. These regions will be considered in the early diagno-

sis of AD disease. 

To compare our method to other feature selection meth-

ods, we present in the following some classical feature 

selection methods. 

 

3.2. Fisher Score (FS) 

 

Each ROI of PET image was characterized with five pa-

rameters. However, not all the ROIs have the same level 

of relevance in terms of discrimination between groups of 

subjects. Thus, a regions selection process is done to re-

tain only the most discriminant ones to differentiate be-

tween HC and AD patients. Thus, an initial regions selec-

tion based on discriminant ability is performed using the 

Fisher Score (FS) in order to obtain a vector of discrimi-

nants ROIs for our classes. The FS criterion is character-

ized by its separation ability for the two-class case. It may 

be defined as follows [25-26]: 

FSp                 (5) 

 

where  and denote the i
th

 class mean value for 

the ROIs with the parameter p varying from 1 to 5 and the 

variance for each input variable (ROIs with the parameter 

p), respectively. This way, the FS value increases as the 

ROI with the parameter p is more discriminant between 

 

 
 

Fig.3. The 21 ROIs selected are presented on 3D brain image. 

 

Name of the 21ROIs αj-p1p2…pi SPF 

'Cingulum_Post_L' 

'Angular_R' 

'Cingulum_Post_R ' 

'Angular_L' 

'Parietal_Inf_L' 

'Temporal_Mid_L' 

'Cingulum_Mid_R' 

'SupraMarginal_L' 

'Precuneus_L' 

'Rolandic_Oper_R' 

'Temporal_Mid_R' 

'Precuneus_R' 

'Cerebelum_6_L' 

'Parietal_Inf_R' 

'Cerebelum_6_R' 

'Postcentral_R' 

'Temporal_Inf_L' 

'Temporal_Sup_L' 

'Fusiform_ L'          

'Cerebelum_8_L' 

'Postcentral_L' 

α31-124 

α4-13 

α32-12 

α3-12 

α77-12 

α99-13 

α30-3 

α95-12 

α85-1234 

α92-13 

α100-13 

α86-123 

α15-1234 

α78-12 

α16-12 

α82-1234 

α97-12 

α105-12 

α53-1234 

α19-1 

α81-123 

0.8484 

0.8124 

0.8041 

0.8013 

0.7958 

0.7949 

0.7940 

0.7919 

0.7907 

0.7861 

0.7842 

0.7809 

0.7697 

0.7615 

0.7542 

0.7542 

0.7526 

0.7476 

0.7471 

0.7449 

0.7391 
 

The SPF denoted αj-p1p2…pi is calculated for a region Rj, jϵ {1...116} depend-

ing on the contribution of the parameters pi iϵ {1.....5}. 
 

Table1. The list of the 21 ROIs selected with the best parameters. 
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the two classes. FS is used in this study to compute the 

most discriminating ROIs. Thereby, we create a matrix of 

5 columns and 116 lines. The set of the top ranked regions 

(21 ROIs) with the higher value of FS are selected to be 

introduced into a SVM classifier. 

 

3.3. SVM-RFE algorithm 

 

Support Vector Machines Recursive Feature Elimination 

(SVM-RFE) algorithm proposed by Guyon [27] returns a 

ranking of the features of a classification problem by 

training a SVM with a linear kernel and removing the 

feature with the smallest ranking criterion. This criterion 

is the value of the decision hyperplane (denoted w) given 

by the SVM. More detailed information, are given in [27]. 

In this analysis, the SVM-RFE input consists in 116 ROIs 

with five parameters. Thereby, we create a matrix of 

116*5=580 columns and 116 lines.  

 

3.4. Feature selection with Random Forests (RF) 

 

Random Forest is an ensemble based classifiers that are 

often applied to high-dimensional dataset. In this work, 

random forest was applied to the feature selection. It is a 

classifier composed of many decision trees [25-26].  The 

number of trees grown in each forest, t, and the number of 

feature randomly selected at each tree node, d, had to be 

chosen. Several experiments were conducted to evaluate 

the random forest classifier before feature selection. 

In this analysis, the random forest input consists in 116 

ROIs with five parameters. Note that the generalization 

error converges to a limit as the number of trees in the 

forest becomes large. Moreover, the generalization error 

depends on the strength of the individual trees in the forest 

and the correlation between them. It can be concluded 

that, the random forest classifier converges for about 500-

600 trees grown. We used t=595 and d=⎷D. At each node 

in a tree, d<<D features are randomly selected from the D 

available features in the dataset. As described in the ran-

dom forest, estimates of relative importance of the fea-

tures for classification may be extracted. These features 

are then injected into the SVM classifier. 

 

3.5. Minimum Redundancy Maximum Relevance 

(mRMR) 

 

It is common that a large number of features are not in-

formative. The first idea of mRMR is that we should not 

use features which are highly correlated, i.e. the redun-

dancy between features should be taken into account, thus 

keeping features which are maximally dissimilar to each 

other [28].  

 

4. CLASSIFICATION RESULTS 

 

Our study explored two methods: pixel and region 

based approaches for feature selection as well as how to 

use the parameters in each of these approaches: mono-

parametric or multi-parametric analysis. In the case of 

Voxel-Based Analysis, we talk about pixel approach 

mono-parametric analysis (voxel is characterized by it 

intensity). In the case of others classical feature selection 

methods, we use a region based approach mono-

parametric analysis. Each ROI was characterized with five 

parameters used independently. When, we selected the 

most discriminant ROIs to differentiate between HC and 

AD patients, each ROI is characterized by one parameter 

p varying from 1 to 5.  In our contribution in this paper, a 

novel approach from region based technique multi-

parametric analysis is presented. Each ROI depends on the 

i parameters computed on it, 1≤ i≤5, the main of our com-

bination matrix method. This section provides the experi-

mental results of evaluation of the CAD tool developed in 

this work.  The classifier selected for this purpose case is a 

linear SVM. Table II provides the results of our approach 

using 21 ROIs with a combination matrix. In addition, the 

results of other techniques are provided for comparison. 

 

4.1. Support Vector Machine (SVM) 

 

As a general rule, a classifier takes a number of input 

variables qualifying the data under investigation and pro-

duces an output indicating the classes to which the data 

belong. Support vector machines implement a very simple 

idea. They map pattern vectors to a high-dimensional 

feature space where a ‘best’ separating hyperplane (the 

maximal margin hyperplane) is constructed. SVMs try to 

maximize the separation margin based on the distance 

between a hyperplane and the closest data samples. In the 

present work we used a SVM classifier with a linear ker-

nel [25-26]. The performance of our classification ap-

proach is tested in three steps: training, cross-validation 

and test. Cross validation is achieved by means of the 

leave-one-out method, a technique that iteratively holds 

out a subject for test, while training the classifier with the 

remaining subjects, so that each subject is left out once.  

 

21 ROIs for Feature Selection SVM (Kernel = ‘Linear’) 

Pixel approach mono-parametric analysis 

Voxel-Based Analysis 94.36% 

Region based approach mono-parametric analysis 

116 ROIs with 5parameters 92.95% 

Score-Fisher 88.73% 

SVM-RFE 85.91% 

RF-Features selection 91.54% 

mRMR 90.14% 

Region based approach  multi-parametric analysis 

Combination Matrix 95.07% 

Table2. The classification results (%) with different methods in 

the literature, for comparison. 

 

When comparing the method presented in this work with 

other methods existing in the literature we can conclude 

that by injecting the 21ROIs with their combination of 

parameters in the SVM, we obtain the higher classifica-

tion rate equal to 95.07% which is higher than that of the 

Voxel-Based Analysis equal to 94.36%, one of the main 

approaches which consists in studying the brain image as 

a set of raw voxels and input them to a classifier without 

any feature selection step. 
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5. CONCLUSION 

 

In this work, a straightforward criterion to select a set of 

discriminant regions for the classification of PET brain 

images is presented. After normalization of the brain im-

ages, the set of the top ranked ROIs which presents great-

er overall difference between HC and AD brain images 

are selected. The combination parameters of the selected 

ROIs are used as features to the classifier. The use of the 

SPF shows better results than other methods when, we use 

the same regions provided by SPF method. In a future 

work, a combination parameter for ROIs selection for 

each method will be studied. 
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