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ABSTRACT

The paper deals with the development of a real time system

for the reproduction of an immersive audio field consider-

ing the listeners’ position. The system is composed of two

parts: a sound rendering system based on a crosstalk can-

celler that is required in order to have a spatialized reproduc-

tion and a listener position tracking system in order to model

the crosstalk canceller parameters. Therefore, starting from

the free-field model, a new model is considered introducing

a directivity function for the loudspeakers and considering

a three-dimensional environment. A real time application is

proposed introducing a Kinect control, capable of accurately

tracking the listener position and changing the crosstalk pa-

rameters. Several results are presented comparing the pro-

posed approach with the state of the art in order to confirm its

validity.

Index Terms— Immersive audio system, Crosstalk can-

cellation, Head tracking

1. INTRODUCTION

In the field of immersive audio, there are two main approaches

for 3D audio rendering: headphones reproduction and loud-

speakers reproduction. The first approach attempts to repro-

duce through headphones, at each eardrum of the listener, the

sound pressure of virtual sources using head related transfer

functions (HRTFs). In the second case, the binaural signal is

delivered to the ears using two or more loudspeakers. In this

case, the sound emitted from each loudspeaker is heard by

both ears and a network of filters known as crosstalk canceller

is usually adopted to avoid this problem (Fig.1) [1,2]. This is

achieved under the assumption that the HRTFs are known and

that are dependent on the listener position. This fact implies

that the crosstalk canceller is useful for a limited area called

“sweet spot”. In the last decade, several efforts have been

made to develop more effective solutions that are mainly com-

posed of two parts: automatic listener position tracking and

sound rendering (or adjustment of the sweet spot) according

to the estimated listener position.

A spatial sound reproduction system that considers a

vision-based listener-tracking was proposed in [3]. In this

system, a HRTFs database is considered and a set of proce-

dures were involved to estimate the listener’s head position

taking into consideration a motion detection, the segmen-

tation of the moving objects, and the identification of skin-

color regions. With this method, an a priori defined HRTFs

database is requested and a huge computational load of real

time image processing is needed. In [4] a method based on

the use of HRTF measurement combined with a head detec-

tion algorithm for tracking the location of the listener’s ears

in real time using a laser scanner is presented. The Karhunen-

Loeve expansion is used in order to interpolate the HRTF

among listener positions from a small number of HRTF mea-

surements, taking into consideration the listener position data

obtained with the accurate tracking system. However, au-

dio systems that used this method are expensive, since this

approach requires special equipment (e.g., a 2D laser radar

system). A smart virtual sound rendering system consists of

a listener position tracking system, which uses infrared and

ultrasonic sensors, and an adaptive virtualizer algorithm op-

timized for the listener position is proposed in [5]. However,

the listener’s position is estimated along an x-y coordinate,

and the use of a remote control is needed. A similar approach

was presented in [6], where an optical face tracker which

provides information about the listeners x-y position is em-

ployed. An interactive audio system that actively combines

head tracking and room modeling was also proposed [7]. The

listener’s head position and orientation are first tracked by a

webcam-based head tracker, then the transfer functions are

selected from a measured database. All these methods are

based on the use of a priori-measured HRTFs and, in addi-

tion, require complex system for the listener tracking. In [8],

a system based on free-field model capable of approximat-

ing the path responses from the loudspeakers to the listening

points combined with acoustic-based listener tracking is used.

In particular, the exact position is derived using the direction

of arrival from the acoustic source generated by the listener,

using two horizontally spaced microphones. This method

was further improved in [9], where artificial neural network is

employed to have a better tracking of the listener position. In

this case, a very simple model that gives an estimation of the

path along x-y coordinate is used, introducing a low accuracy

of the impulse responses.



Fig. 1. A block diagram of an audio system that can adjust the

sweet spot with relation to the listener position.

In this paper, a novel approach for a spatial sound repro-

duction is proposed. Starting from a new free-field modelling

that takes into consideration a three-dimensional environment

(e.g., x-y-z coordinate) and the loudspeakers directivity char-

acteristics, a real time application is proposed introducing a

Kinect control, capable of accurately tracking the listener’s

position and changing iteratively the proposed model.

In Section 2 the proposed system is presented, introducing

the novelty of the presented approach. Section 3 described

the real time implementation of the system focusing on lis-

tener’s position tracking system. The obtained experimental

results are reported in Section 4. Finally, conclusions and fu-

ture works are described in Section 5.

2. PROPOSED APPROACH

A typical two-loudspeakers listening situation is shown in

Fig.1: xL and xR are binaural signals sent to the loudspeak-

ers while eL and eR are signals perceived at the listener’s ears.

The system can be described by the following equation

[

eL
eR

]

= [H] · [W ] ·

[

xL

xR

]

=

[

xL

xR

]

(1)

where H represents the paths between the loudspeakers and

listener ears and W is the crosstalk canceller matrix. For opti-

mal result, the matrix product [W ] [H] should be the identity

matrix, in order to deliver the binaural signal xL to the left ear

and xR to the right ear. In this way, unwanted crosstalk terms

will be eliminated. According to the free-field model [8, 10],

the matrix H can be defined as follows:

H =
ρ0
4π

[ 1
lLL

e−jklLL 1
lLR

e−jklLR

1
lRL

e−jklRL 1
lRR

e−jklRR

]

, (2)

where k = (2πf) /c0 represents the wave number with c0 the

velocity of sound, ρ0 = 1.21kg/m3 the density. lLL, lLR,

lRL, lRR represent the distances between the loudspeakers

and the listener as reported in Fig. 2. They can be calculated

Fig. 2. Geometrical representation of the stereophonic repro-

duction environment using two loudspeakers.

as follows:

lLL =

√

(

ds
2

+ yutanθ − r

)2

+ y2u (3)

lLR =

√

(

ds
2

+ yutanθ + r

)2

+ y2u (4)

lRL =

√

(

ds
2

− yutanθ + r

)2

+ y2u (5)

lRR =

√

(

ds
2

− yutanθ − r

)2

+ y2u, (6)

where yu denotes the distance of the listener from the cen-

tral axis, ds is the distance between the two loudspeakers, θ
is the look direction of the listener, r is the radius of the lis-

tener head that can be set equal to 0.10m. Two are the main

limitations of this approach: first of all the system considers

the listener’s head on the same level of the loudspeakers, then

the loudspeaker is represented as an omnidirectional source,

neglecting its directivity. In order to overcome the first lim-

itation, a new definition for the distance of Eqs. (3)-(6)) is

evaluated taking into consideration the azimuth angle θ and

the elevation angle α:

lLL =

√

(yutanα)
2
+

(

ds
2

+ yutanθ − r

)2

+ y2u (7)

lLR =

√

(yutanα)
2
+

(

ds
2

+ yutanθ + r

)2

+ y2u (8)

lRL =

√

(yutanα)
2
+

(

ds
2

− yutanθ + r

)2

+ y2u (9)

lRR =

√

(yutanα)
2
+

(

ds
2

− yutanθ − r

)2

+ y2u. (10)

Therefore, in contrast with [8] and Eqs. (3)-(6), this new for-

mulation allows to define the listener position with respect to

the rendering system in each position of the environment.



Regarding the source modelling, it is possible to extend

the approach considering the sound source approximation as

used in [11], that considers the directivity of the source. As-

suming that a good approximation is given by the circular

piston [12], each element of the H matrix can be modelled

as follows:

D(r, α) =
2ρ0
4π

J1(kR sinα)

kR sinα
e−jkr, (11)

where R is the radius of the piston, J1(·) is the Bessel func-

tion of first type with order 1, c is the sound velocity, and ρ is

the medium density. Then, the H matrix defined in Eq. (2),

can be rewritten taking into consideration Eq. (11) as follows:

H =
2ρ0
4π







J1(kR sinαLL)
kR sinαLLlLL

e−jklLL
J1(kR sinαLR)
kR sinαLRlLR

e−jklLR

J1(kR sinαRL)
kR sinαRLlRL

e−jklRL
J1(kR sinαRR)
kR sinαRRlRR

e−jklRR






,

(12)

where sinαi =
√

1− (yu/li)2, considering that αi ∋
{αLL, αLR, αRL, αRR} are the relative elevation angles

computed as a function of loudspeaker and listener’s posi-

tion, and li ∋ {lLL, lLR, lRL, lRR} are the relative distances

between the listener’s ears and each loudspeakers, as reported

in Eqs. (7)-(10). At this point, Eq. (12) represents the final

H matrix used for the crosstalk canceller, in order to achieve

the separation between the right and left channels. Then, the

crosstalk cancellation matrix is obtained as follows

W = H−1 = D−1

[

H22 −H12

−H21 H11

]

, (13)

and the inversion of vector D = H11H22 − H12H21 is per-

formed using the fast deconvolution algorithm with regular-

ization, as proposed in [13].

3. REAL TIME IMPLEMENTATION

The real time implementation has been developed using the

NU-Tech platform [14], a suitable software platform for real

time audio processing directly on a PC. An easy plug-In ar-

chitecture and a free software development kit (SDK) allow

the developer write NU-Tech Satellites (NUTSs) in C++ and

immediately plug them into the graphical interface design en-

vironment. In this context, two plug-In have been realized:

the first one is capable of creating the H matrix, to calculate

the crosstalk cancellation matrix, and to filter the input sig-

nal, while the second one is capable of managing the Kinect

control, retrieving the listener’s position data and send them

to the first one.

3.1. Listener tracking using Kinect control

The Microsoft Kinect R© is one of the most popular among this

class of new devices; although it was originally thought as an

Fig. 3. Experimental session within the semi-anechoic cham-

ber.

innovative video games controller, its functionalities are suit-

able for many other applications [15]. The Kinect is mainly

composed of two cameras and a microphone array. In the

proposed system, the Kinect has been used to obtain the lis-

tener’s position, taking advantage of the Kinect SDK capa-

bilities. The proposed application exploits the face tracking

functionalities of the Microsoft Kinect for Windows Devel-

oper Toolkit 1.5. The toolkit offers several functions to detect

in real time a face in the scene, get its distance from the sen-

sor and the coordinates of some specific points of the face in

the 3D space. While NU-Tech manages the main process-

ing thread that performs the crosstalk cancellation algorithm,

data from the Kinect sensor are continuously retrieved and

analyzed in a separate process. In particular, the device is ac-

cessible by the creation of a INuiSensor interface, that allows

to read color and depth data from the cameras as soon as they

are ready, minimizing the streaming latency. Coordinates are

derived using the IFTFace-Tracker interface, that is capable

of detecting faces in a video frame and return the position in

pixels of some reference face points. Then, the selected spot

is associated with its depth value, allowing to retrieve the real

3D space coordinates of the target. The device is recognized

by the PC as a normal capture device using Windows Direct-

Sound drivers. NU-Tech is capable of using the DirectSound

drivers to capture the audio stream directly, so that no other

elaboration is needed. The validity of the proposed approach

in detecting the listener’s position has been reported in [15],

where an application for the Wave Field Synthesis was pro-

posed. In this case, using this control, starting from the mon-

itored listener position, the parameters αi, li, and yu of Eq.

(12) are derived in real time and supplied to the proposed al-

gorithm.

4. EXPERIMENTAL RESULTS

In order to validate the proposed method, experimental results

concerning audio signals are shown in this section, from the

point of view of the stereophonic perception enhancement,

considering objective and subjective measurements. In par-

ticular, the interaural cross-correlation (IACC) is used since



0.7 0.8 0.9 1 1.1 1.2 1.3 1.4

0.4

0.5

0.6

0.7

0.8

0.9

1

Distance loudspeakers [m]

IA
C

C

 

 

(a) (b) (c) (d)

(i)

0.7 0.8 0.9 1 1.1 1.2 1.3 1.4
0.5

0.6

0.7

0.8

0.9

1

Distance loudspeakers [m]

IA
C

C

 

 

(a) (c)

(ii)

0.7 0.8 0.9 1 1.1 1.2 1.3 1.4
0.3

0.4

0.5

0.6

0.7

0.8

0.9

Distance loudspeakers [m]

IA
C

C

 

 

(a) (b) (c) (d)

(iii)

Fig. 4. IACC calculated with an azimuth θ = 0◦ and three elevation angles ((i) α = −10◦,(ii) α = 0◦,(iii) α = 10◦), considering

(a) free-field model, (b) free-field model with elevation improvement, (c) proposed approach without elevation improvement,

(d) proposed approach.
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(iii)

Fig. 5. IACC calculated with an azimuth θ = 10◦ and three elevation angles ((i) α = −10◦,(ii) α = 0◦,(iii) α = 10◦),

considering (a) free-field model, (b) free-field model with elevation improvement, (c) proposed approach without elevation

improvement, (d) proposed approach.
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Fig. 6. IACC calculated with an azimuth θ = −15◦ and three elevation angles ((i) α = −10◦,(ii) α = 0◦,(iii) α = 10◦),

considering (a) free-field model, (b) free-field model with elevation improvement, (c) proposed approach without elevation

improvement, (d) proposed approach.

it represents a measure of spatial impression perception com-

paring the similarity between the signals reaching the left and

right ears in a sound field [16]. The IACC is defined as [17]:

IACC(τ) =

∫ T0

0
PL(t)PR(t+ τ)dt

√

∫ T0

0
P 2

L (t)dt
∫ T0

0
P 2

R (t)dt
, (14)

where PL and PR represent the left and right channels pow-

ers of the binaural recording, argument τ is in the range of

±1ms, and T0 is the integration period, defined as the ratio

between the signal frame size and the sampling frequency fs.

As described in [16], less similar the input signals are (i.e.,

small value of the IACC), the greater the perception of spatial

impression is, that it is essential considering a crosstalk algo-

rithm. Tests were carried out using a dummy head, consid-

ering the proposed approach and the free-field approach [8],

with a separate analysis of the elevation improvement (Eqs.

(7)-(10)). The test equipment for simulations includes two

loudspeakers (Genelec 6010A), a Bruel&Kjaer Head & Torso

Simulator 4128, with right and left Ear Simulators 4158 and

4159, a professional MOTU Traveler sound card, an Intel

Centrino-2 laptop PC, and the Kinect module as shown in

Fig.3. A stereo decorrelated white noise has been used for

all tests and considering Eq. (12), all the parameters of Eqs.

(7)-(10) were calculated by the Kinect control module except

for R = 0.04 m. A mean value of the IACC over the in-

terval τ has been derived. Figs. 4, 5, 6 show the obtained

results considering three azimuth and three elevation angles.

It is clear that, if the listener is perfectly positioned on the

same level of the loudspeakers (i.e., α = 0), the proposed

approach is slightly better in comparison with the approach

of [8] as shown in Figs. 4(ii), 5(ii), 6(ii). But different results



are obtained considering different elevation angles: Figs. 4(i),

5(i), 6(i) show that for α = −10◦, several improvements are

introduced taking into account the proposed approach using

both the directivity of the loudspeakers and the elevation an-

gle introduction in the free-field model. The same results are

achieved applying a positive elevation angle, as reported in

Figs. 4(iii), 5(iii), 6(iii). To assess the spatial perception,

we also performed some informal listening tests by playing

the original and the modified signals. All these tests show

that the spatial impression of the modified signal is enhanced

from that of the original one, also in comparison with [8]; this

effect is more evident when the listener is positioned at a dif-

ferent level (i.e., different elevation angle) with respect to the

loudspeaker placement.

5. CONCLUSIONS

In this paper a real time system for the reproduction of an im-

mersive audio system considering the listener’s position has

been presented. It has been realized using a crosstalk can-

celler that changes the path between the loudspeakers and the

listener ears as a function of the listener position, derived from

a Kinect control module. Taking into account the free-field

model, a new model was introduced using a directivity func-

tion for the loudspeakers and a correction factor for the three-

dimensional environment. Several tests were performed in a

semi-anechoic chamber and results were presented compar-

ing our approach with the state of the art. The experiments

have shown that the proposed approach is capable of achiev-

ing better results in term of spatial perception, especially in

those situations where the listener is positioned in a different

elevation level with respect to the loudspeakers position.
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