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ABSTRACT

This paper proposes impact noise suppression with a new
phase-based detection. Different from any other conventional
algorithms which rely on magnitude-based or model-based
detection, a new impact-noise detection utilizing phase lin-
earity of the input noisy signal is developed based on an anal-
ysis of an impulse. Phase slopes of the input noisy signal is
compared with an ideal phase slope obtained from the peak
magnitude of the time-domain noisy signal. Phase unwrap-
ping problem is alleviated by the use of a rotation vector of
frequency domain components. Evaluation with PESQ for
push-button clicks shows an improvement of 0.9 over a con-
ventional noise suppressor for voice communication. Com-
parison of enhanced signal spectrogram with that of clean
speech demonstrates superior enhanced signal quality. The
proposed phase-based detection may be combined with an
amplitude-based detection for more accurate results.

Index Terms— Impact noise, Detection, Phase, Linearity,
Randomization

1. INTRODUCTION

It is becoming more and more common to encounter impact
noise during use of multimedia terminals with microphones
including laptop/tablet/desktop PCs, smartphones, gaming
controllers, digital still cameras, and camcorders. For the
purpose of communication, noise suppressors have been
extensively used for suppressing the undesirable noise and
enhancing the target speech. Generally, they employ aver-
aging in noise estimation for higher accuracy [1]-[5]. The
estimated noise does not reflect values by impact noise which
exists for a short duration. Minimum statistics [6] and its
variants rely on a minimum value that does not respond to
local maxima by impact noise. Therefore, conventional noise
suppressors designed for communications are not suitable for
impact noise.

Suppression of impact noise mainly consists of two parts;
detection and suppression. Some time-domain approaches
rely on a threshold for detection [7, 8]. The noisy signal in [7]

and a prediction residual in [8] are compared with a thresh-
old. Kyoya further applies a stationary-nonstationary separa-
tion filter to the prediction error [9]. Chandra et al. calculate
a threshold based on the rank ordered mean (ROM) for de-
tection [10]. Rule-based detection [11] or model-based detec-
tion [12, 13] are also possible options. These time-domain de-
tection methods provide a detection result sample-by-sample
and same suppression is applied to all the frequency. When
there is an error, its effect is significant and sometimes fatal
from a viewpoint of subjective signal quality.

Frequency-domain techniques allow independent detec-
tion thus suppression in frequency. Subramanya et al. ex-
tend predictability [8, 9] into a time-frequency domain as
unsupervised keystroke detection (UKD) [14, 15]. UKD ex-
ploits a log-likelihood of a frame which can be predicted by
neighboring-frame data and compared with a threshold for
detection. Wavelet-based detection is another approach that
fully utilizes its multiresolution property for better detec-
tion [16]. Lipschitz regularity and slow time-varying nature
of speech is exploited in discriminating impact noise from
speech. Talmon et al. took a similar approach to [8, 9],
called transient noise enhancement [17]-[19], which provides
a frequency-dependent detection result. When a frequency-
dependent detection result is available, suppression can be
more sophisticated by incorporating frequency-dependent
suppression. Sugiyama applied frequency-independent de-
tection on the spectral bandwidth, flatness, and temporal
increase to an enhanced signal with respect to the environ-
mental noise [20]. Its suppression is frequency-dependent
with an estimated noise that is calculated in the absence of
impact noise.

There are some literatures focused on suppression of
impact noise assuming that detection result is available by
some method [14, 15, 21]. Event-constrained keystroke de-
tection (EKD) [14, 15] explicitly utilizes the key-down and
key-release information from the keyboard for transient de-
tection. Abramson et al. introduced cost parameters for the
trade-off between speech distortion and residual typing noise
and derives an optimal gain for minimizing the mean squared
error of the log-spectral amplitude [21]. Their applications
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are naturally limited because impact noise detection result is
not available in many real applications.

All conventional impact-noise detection algorithms em-
ployed magnitude-based detection methods in the time-,
frequency-, or time-frequency domain. However, detection
accuracy is sometimes insufficient. It is of great interest to
explore a new detection criterion that has not been exploited
elsewhere.

This paper proposes new impact-noise suppression with
phase-based detection. Phase linearity of an impulse is ex-
ploited in detection. A simple magnitude suppression with
peak protection is combined with phase randomization to
minimize the phase characteristic specific to impact noise.
In Section 2, characteristics of impact noise is investigated.
Section 3 presents a new impact noise suppression algorithm
with phase randomization. Finally in Section 4, signal en-
hancement results are included to demonstrate potential of
phase-based impact-noise detection.

2. CHARACTERISTICS OF IMPACT NOISE

2.1. Phase linearity of impact noise

Let us first investigate characteristics of impact noise. In
frequency-domain noise suppression, framing is applied be-
fore discrete Fourier transform (DFT). For input signal sam-
ples of x(n), its DFT X(k) in frequency k is given by

X(k) =
N−1∑
n=0

x(n)e−j·2πkn/N . (1)

It is assumed, for simplicity, that there is only one impact
noise represented by a pulse with a magnitude of a at n0 in
the current frame that is being analyzed as shown in Fig. 1
(A). Because x(n) = 0 except for n = n0, its DFT reduces to

X(k) = |X(k)|ejθ(k) = ae−j·2πkn0/N , (2)
θ(k) = −2πkn0/N. (3)

a and θ(k) represent the magnitude and the phase and j =√
−1. A phase derivative dθ(k)/dk with respect to frequency

k is obtained by
dθ(k)

dk
=

−2πn0

N
. (4)

Equations (3) and (4) indicate that phase is linearly pro-
portional to the frequency as in Fig. 1 (B) and its derivative
(or slope) is constant that is uniquely determined by the pulse
position n0. The derivative can be approximated by the phase
differece ∆θ(k) in the neighboring frequency bins as in (5).

∆θ(k) = θ(k)− θ(k − 1) =
−2πn0

N
. (5)

When the derivative is a constant, the secondary derivative
∆2θ(k) is equal to 0 as

∆2θ(k) = ∆θ(k)−∆θ(k − 1) = 0. (6)

n00 N-1

a
n

x(n) (A)
0

N-1

k

q(k)

slope=-2n0p/N
(B)

Fig. 1. An impulse and its phase.

2.2. Impact noise detection by phase linearity

This fact suggests novel impact-noise detection methods
based on phase linearity. Impact noise can be detected based
on

1. the phase difference ∆θ(k) in (5) which is uniquely de-
termined by the impact noise location n0,

2. the difference of the phase difference ∆2θ(k) in (6)
which is equal to 0.

In reality, each phase component is contaminated by other
phase factors originating from the target signal and the back-
ground noise. It is much less likely that the phase difference
∆θ(k) is equal to the slope determined by n0 by contami-
nation than ∆2θ(k) being 0. For example, when there is no
power in a certain frequency bin, its phase is 0. If it happens
in all three adjacent frequency bins, ∆2θ(k) = 0. In such a
case, a false detection occurs. Therefore, this paper takes the
first measure that is the phase difference ∆θ(k) in (5).

2.3. Solution to phase unwrapping problem

∆θ(k) in (5) is calculated from θ(k) and θ(k − 1), which are
both angles. Because angles are calculated by tan−1 and lim-
ited to a range between ±π, use of more than one tan−1 oper-
ation causes angle uncertainty called phase unwrapping [22,
23]. To alleviate this problem, a rotation vector X̄rot(k) is in-
troduced. A frequency-domain component X(k) is first trans-
formed into its unit vector X̄(k) as,

X̄(k) =
X(k)

|X(k)|
= ejθ(k) (7)

because magnitude is not the current interest. Then, a rotation
vector X̄rot(k) is calculated.

X̄rot(k) = X̄(k) · X̄∗(k − 1)

= ej{θ(k)−θ(k−1)}. (8)

”∗” represents complex conjugate. From (5) and (8), the
phase difference ∆θ(k) in (5) is now obtained by

∆θ(k) = tan−1 Im{X̄rot(k)}
Re{X̄rot(k)}

. (9)

It should be noted that use of (9) in place of (5) for calcula-
tion of the phase difference ∆θ(k) requires only one tan−1

operation and no phase unwrapping problem exists.
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In practice, a phase-based impact noise detection is per-
formed by comparing the phase slope in k-th frequency bin
with an ideal phase slope in the following steps:

1. In each frame, the largest magnitude sample is identi-
fied in the time-domain and its position n0 is used for
calculating an ideal phase slope in (5).

2. The phase slope ∆θ(k) in the k-th frequency bin is cal-
culated by (9).

3. A linearity index LIθ(k) in (10) is calculated and com-
pared with a threshold that is close to 0.

LIθ(k) = ∆θ(k)− −2πn0

N
(10)

4. A LIθ(k) smaller than a threshold means impact noise
detection, otherwise, there is no impact noise.

It is also possible to evaluate a likelihood of impact noise
presence based on the distance between LIθ(k) and the
threshold. A smaller difference indicates a higher likelihood
of impact noise in the corresponding frequency.

2.4. Examples of phase linearity

Let us look at some examples of phase linearity with real
impact noise. Figure 2 shows phase characteristic of impact
noise caused by a push-button “5” of a cellphone handset and
was recorded by a built-in microphone. (a) is the time-domain
signal with a huge magnitude that is not a perfect pulse as in
Fig. 1. However, as in (b), the linearity index LIθ(k) is dis-
tributed around zero with a small variance, demonstrating that
the phase linearity is highly preserved in real impact noise.
Distribution of the linearity index LIθ(k) is illustrated in (c).
It is concentrated around 0.

When this impact noise is mixed with speech, Fig. 2 (a)
and (b) look like Fig. 3 (a) through (d). A 10dB stronger
speech signal was used for (c) and (d) than for (a) and (b) .
As the mixed speech level becomes higher, the variance of
LIθ(k) is naturally increased. This leads to missing detection
in some frequency bins even when there is impact noise. On
the other hand, it is acceptable because the impact-noise phase
is masked by a strong speech component and misdetection
means speech protection.

3. PROPOSED ALGORITHM

Figure 4 depicts a blockdiagram of the proposed impact-
noise suppression. The impulse position n0 is detected using
the input noisy signal before it is windowed. Linearity in-
dex LIθ(k) is calculated with rotation vectors of frequency-
domain samples X(k) and −2n0π/N for 0 ≤ k ≤ N − 1.
LIθ(k) is compared with a threshold to identify local impact
noise presence.

Majority decision is also employed in subband and full-
band. A subband consists of MSB adjacent frequency bins on
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Fig. 2. Example of phase linearity, (a) Impact noise (frame
size N = 512), (b) Linearity index LIθ(k), (c) Distribution
of LIθ(k) (max=N ).
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Fig. 3. Example of phase linearity, (a) Impact noise with
speech (frame size N = 512), (b) Linearity index LIθ(k),
(c) Impact noise with speech (+10 dB), (d) Linearity index
LIθ(k).

both sides totaling 2MSB +1 bins. When more than Dmax%
of bins in a subband show impact noise presence, detection is
declared in the whole subband bins. On the other hand, less

3
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Fig. 4. Proposed impact-noise suppression.
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Fig. 5. Spectrogram of signals. (a) Noisy sig-
nal (time-domain), (b) Noisy signal, (c) Detection flag
(white=detection), (d) Enhanced signal, (e) Clean speech.

than Dmin% bins exhibit presence, the whole subband bins
are determined as non-detection. Otherwise, the bin-wise re-
sult is respected. Likewise, when more than DmaxFB% of
bins in the whole frame indicate impact noise presence, all
bins in the frame are declared to be detection.

In frequency bins where impact noise is detected, Mag-
nitude suppression to an estimated ambient noise level and
phase randomization are performed except when that bin is
dominated by target signal components represented by a peak.
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Fig. 6. Evaluation result by PESQ. (a) Clean speech, (b)
Noisy signal, (c) Bgd-NS, (d) Imp-NS, (e) Imp-NS+Bgd-NS.

Phase randomization is effective to neutralize phase linearity
of the impact noise and make the residual noise less audible
as is demonstrated by subjective evaluation in [24]. For more
details of the signal enhancement algorithm, please refer to
[24].

4. EVALUATION

Evaluations were performed using strong push-button clicks
mixed with female speech sampled at 8kHz as shown in Fig. 5
(a). Figure 5 (b) shows the noisy signal in spectrogram where
white vertical lines represent impact noise. Detection result
is illustrated in (c) where white means detection. When the
enhanced signal in (d) is compared with clean speech in (e),
good performance of the phase based impact noise detection
is demonstrated. It should be noted that some false detections
in (c) are well recovered by the enhancement algorithm, re-
sulting in a superior enhanced signal in (d).

Figure 6 demonstrates evaluation results by PESQ [25].
Clean speech (a), noisy signal (b), enhanced signal by a con-
ventional noise suppressor (Bgd-NS) [4] (c), enhanced signal
by the proposed impact-noise suppressor (Imp-NS) (d), and
enhanced signal by the proposed impact-noise suppressor fol-
lowed by [4] (Imp-NS+Bgd-NS) (e) are compared. The pro-
posed impact-noise suppressor improves PESQ score by 0.9
over Bgd-NS. Informal listening tests also confirmed superior
subjective quality.

Shown in Fig. 7 is suppression of keystrokes sampled at
16 kHz followed by a conventional noise suppressor [4]. This
is an example of more frequent impact noise. Vertical lines in
(a) representing keystrokes are mostly suppressed in (b) with
good preservation of speech components.

5. CONCLUSION

Phase-based detection and suppression of impact noise has
been proposed. Phase characteristic of a pulse has been inves-
tigated and resulted in an impact-noise detection algorithm
based on phase linearity. Evaluation results have demon-
strated that good suppression is achieved with little artifact in
the enhanced signal.
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Fig. 7. Spectrogram of signals in keystroke suppression. (a)
Noisy signal (Keystrokes), (b) Enhanced signal.
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