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ABSTRACT

Differential distributed space-time coding (DSTC) techniques using
several transmission protocols have recently been proposed to overcome
the overhead involved with the acquisition of channel state information
(CSI) required for coherent processing. In this paper, a novel amplify-
and-forward differential DSTC technique for two-way wireless relay
networks (TWRNs) is proposed, that uses the concept of analog
network coding and which does not require CSI at any node to decode
the information symbols. In our transmission scheme, the relays do
not waste power to transmit known information. This is achieved by
combining the symbol vectors of both terminals at the relays into
a single symbol vector without decoding the information symbols.
Furthermore, in our scheme, the direct link between the communicating
terminals can be easily incorporated to further improve the diversity
gain. Simulations show a substantially improved performance in terms
of bit error rate (BER) of the proposed technique as compared to the
known techniques.

Index Terms— Two-way wireless relay networks, distributed space-
time coding, differential space-time coding, cooperative diversity, ana-
log network coding.

I. INTRODUCTION

The overall system performance in terms of bit error rate (BER) and
throughput in fading environments can be improved by exploiting co-
operative multiple-antenna techniques which can efficiently be applied
to combat the effect of multi-path fading and overcome various channel
impairments [1]–[3]. In one-way relay networks, spatial diversity gain
over conventional single-antenna systems is provided by multiple relays
that cooperate to forward their received signals from the source terminal
to the destination terminal.

Recently, various powerful cooperative diversity techniques have
been proposed that exploit the spatial diversity offered by the relays,
exhibit reasonable encoding and decoding complexity, and improve
the performance gains in terms of BER and data rate [2]–[8]. Among
them, distributed space-time coding (DSTC) techniques have recently
been considered [4]–[10] in which the relays encode their received
signals in the spatial domain, over multiple antennas, and in time
domain, over multiple time slots in order to improve the overall system
performance in terms of BER and achievable data rate at no additional
cost of bandwidth or transmitted power and without requiring CSI at
the transmitting nodes [2], [3].
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Based on the role of the relays, several transmission protocols have
been developed that specify how the received signals are processed
at the relays and how the transmissions are carried out [2], [3]. The
simplest and the most common protocol is the amplify and forward
(AF) protocol, where each relay receives a noisy version of the
information signal which it simply amplifies and retransmits to the
destination.

A common, yet often impractical assumption in distributed relay
networks, is that perfect CSI is available at a central processing node
and that the signaling overhead associated with the distribution of, e.g.,
channel- or beamformer coefficients is negligible [11], [12]. DSTC
techniques require perfect CSI only at the receiving nodes [5], [13]–
[15]. The recently proposed differential techniques have been designed
based on more realistic assumption of CSI available neither at the
terminals nor at the relays. These techniques which do not require
CSI at any node can significantly reduce the system complexity and
increase the spectral efficiency of network by reducing the overhead
involved with the acquisition of CSI [8]–[10], [15]–[18].

TWRNs have been considered where two communicating terminals
mutually exchange their information via distributed relay networks
[15]–[22]. Based on the number of phases required for the information
exchange, TWRN protocols can be be classified into three popular
classes: the four-phase protocols, the three-phase protocols, and the
two-phase protocols. Due to the increase in symbol rate associated
with the the two- and three-phase protocols, it has been shown that the
techniques using the two- and three-phase protocols outperform the
conventional techniques using the four-phase protocols [15], [17]–[19].

In this paper, we propose a novel differential amplify-and-forward
DSTC technique using the three-phase protocol for TWRNs where the
direct link between the communicating terminals can be used to further
improve the diversity and hence reliability of the communication. The
proposed technique combines the transmitted symbol vectors of both
terminals at the relays into a single symbol vector using a simple
differential encoding scheme, such that each terminal can decode the
transmitted symbol vector of the other terminal using the information
of its own transmitted symbol vector. Interestingly, in contrast to
symbol combination schemes that rely on extended modulation [18],
the proposed distributed differential encoding scheme performed at the
relays is not associated with any wasted in power for transmitting
information signals known at any receiver resulting in improved BER
performance at both terminals.

II. WIRELESS RELAY NETWORK MODEL

We consider a half-duplex TWRN with R+ 2 single-antenna nodes
as shown in Fig. 1 of two terminals T1 and T2 that exchange their
information symbols via R nodes (R1, . . . ,RR) acting as distributed
relays for the signals transmitted from both terminals. We denote the
channels from T1 to T2, from T1 to the rth relay, and from T2 to the
rth relay as f0, fr , and gr , respectively. We assume channel reciprocity
for the transmission from T1 to T2 and vice versa. Further, we consider
the extended block fading channel model, for which it is assumed that
the channels remain approximately constant over 3 consecutive symbol
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blocks consisting of 3T symbols and to slowly evolve outside this time
interval. We further consider that the relays are perfectly synchronized
in terms of carrier frequency and symbol timing and the CSI is not
available at any node. The nodes T1, T2, R1, . . . ,RR have limited
average transmit powers PT1

, PT2
, PR1

, . . . , PRR
, respectively.

Throughout this paper, (·)H , |·|, (·)∗, ‖·‖, (·)T , IT , er , σ
2, [a]i,

and E {·} denote the Hermitian transpose, the absolute value, the
complex conjugate, the Frobenius norm, the matrix transpose, the
T × T identity matrix, the rth column of IT , the noise variance, the
ith entry of a vector a, and the statistical expectation, respectively.

f1

f2

fR

f0

g1

g2

gR

T1 T2

R1

R2

RR

Fig. 1. TWRN with R+ 2 nodes.

III. THREE-PHASE TWO-WAY DIFFERENTIAL DSTC
TECHNIQUE

Let us assume that s
(k)
T1

and s
(k)
T2

denote the T × 1 vectors con-

taining the kth block of information symbols of terminal T1 and T2,
respectively, where the symbols are taken from a M -PSK constellation
denoted by set STt

, and T is the number of time slots in each phase. In
the tth phase of the kth block, terminal Tt computes the differentially

encoded space-time block coding (STBC) matrix X
(k)
Tt

, given by

X
(k)
Tt

= S
(k)
Tt

X
(k−1)
Tt

(1)

where X
(0)
Tt

= IT and S
(k)
Tt

is an orthogonal STBC (OSTBC) matrix
containing the kth information symbol vector of terminal Tt defined as

S
(k)
Tt

= X (s
(k)
Tt

)

=
[

A1s
(k)
Tt

+B1(s
(k)
Tt

)∗, . . . ,AT s
(k)
Tt

+BT (s
(k)
Tt

)∗
]

(2)

with STBC precoding matrices A1, . . . ,AT and B1, . . . ,BT for

E
{

|[s
(k)
Tt

]i|
2
}

= 1 and t = 1, 2. We remark that (1) describes the

OSTBC matrix as it is used in a conventional multiple-antenna system
with R antennas at the transmitter Tt. In the context of this paper,
we however assume that each transmitter consists of a single antenna
and the OSTBC matrix in (1) is transmitted with the help of R relays
[8], [27]. Throughout this paper we assume that the OSTBC precoding
matrices exhibit the mutual exclusivity property that either Ar = 0T

or B = 0T which is valid for a large number of commonly used
OSTBCs. For instance let us consider a wireless relay network with
two relay nodes R = 2 that has also been addressed in the simulation
section IV, for which the Alamouti scheme can be applied [8], [15],
[17], [25] where Ar and Br are chosen as

A1 =

[

1 0
0 1

]

, B1 = 0T ,

A2 = 0T , B2 =

[

0 −1
1 0

]

. (3)

During the first phase from time slot 1 to T of the kth block, terminal
T1 transmits the first column of the differentially encoded OSTBC

matrix X
(k)
T1

defined in (1) to the relays, hence

x
(k)
T1

= X
(k)
T1

e1

= S
(k)
T1

X
(k−1)
T1

e1

= S
(k)
T1

x
(k−1)
T1

(4)

where x
(0)
T1

= e1 defines the initial symbol vector in the first

transmission that can be used as a reference at the receiver to start
the differential decoding procedure without requiring CSI. Note that

the initial symbol vector x
(0)
T1

is only sent at the beginning of the

transmission. In the next block of symbols, the transmitted vector of the
previous block can be used as a reference in the decoding procedure.
During the second phase from time slot T + 1 to 2T , terminal T2
transmits in the kth block the differentially encoded T × 1 symbol

vector x
(k)
T2

to the relays, given by

x
(k)
T2

= X
(k)
T2

e1

= S
(k)
T2

X
(k−1)
T2

e1

= S
(k)
T1

x
(k−1)
T2

(5)

where x
(0)
T2

= e1. Since [s
(k)
Tt

]i is taken from a M -PSK constellation,

S
(k)
Tt

and X
(k)
Tt

are unitary matrices. In the first phase of the kth block,
from time slot 1 to T , the T × 1 vector received at the rth relay is
given by

y
(k)
R1,r

=
√

3PT1
f
(k)
r x

(k)
T1

+ n
(k)
R1,r

(6)

where f
(k)
r denotes the flat fading channel from terminal T1 to the rth

relay in the kth block, and n
(k)
R1,r

denotes the T × 1 noise vector of

the kth block at the rth relay in the first phase. We assume that the
noise vector can be modeled as a spatially white independently and
identically distributed complex circular Gaussian random variable with
zero mean and covariance σ2IT . Similarly, in the second phase of the
kth block, from time slot T + 1 to 2T , the T × 1 vector received at
the rth relay is given by

y
(k)
R2,r

=
√

3PT2
g
(k)
r x

(k)
T2

+ n
(k)
R2,r

(7)

where g
(k)
r denotes the channel from terminal T1 to the rth relay in

the kth block and n
(k)
R2,r

denotes the T ×1 noise vector at the rth relay

in the second phase of the kth block.

The rth relay recovers the OSTBC matrix of the first terminal up to
channel and noise effects, such that

X
(k)
R1,r

= [A1y
(k)
R1,r

+B1(y
(k)
R1,r

)∗, . . . ,ATy
(k)
R1,r

+BT (y
(k)
R1,r

)∗]

=
√

3PT1
[A1x

(k)
T1

fr +B1(x
(k)
T1

)∗f∗
r , . . . ,ATx

(k)
T1

fr +BT (x
(k)
T1

)∗f∗
r ]

+ [A1n
(k)
R1

+B1(n
(k)
R1

)∗, . . . ,ATn
(k)
R1

+BT (n
(k)
R1

)∗]

=
√

3PT1
X

(k)
T1

∆f,r +N
(k)
R1,r

=
√

3PT1
S
(k)
T1

X
(k−1)
T1

∆f,r +N
(k)
R1,r

, (8)

N
(k)
R1,r

= [A1n
(k)
R1

+B1(n
(k)
R1

)∗, . . . ,ATn
(k)
R1

+BT (n
(k)
R1

)∗] (9)
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where S
(k)
T1

is defined in (2) and ∆f,r = diag{fr} for fr denoting

a R× 1 vector with the ith element defined as

[fr ]i =

{

fr, if Bi = 0T ;
f∗
r , if Ai = 0T .

(10)

Similar to (8), the rth relay can also essentially recover the OSTBC
matrix of the second terminal, such that

X
(k)
R2,r

= [A1y
(k)
R2,r

+B1(y
(k)
R2,r

)∗, . . . ,ATy
(k)
R2,r

+BT (y
(k)
R2,r

)∗]

=
√

3PT2
[A1x

(k)
T2

gr +B1(x
(k)
T2

)∗g∗r , . . . ,ATx
(k)
T2

gr +BT (x
(k)
T2

)∗g∗r ]

+ [A1n
(k)
R2

+B1(n
(k)
R2

)∗, . . . ,ATn
(k)
R2

+BT (n
(k)
R2

)∗]

=
√

3PT2
X

(k)
T2

∆g,r +N
(k)
R2,r

=
√

3PT2
S
(k)
T2

X
(k−1)
T2

∆g,r +N
(k)
R2,r

, (11)

N
(k)
R2,r

= [A1n
(k)
R2

+B1(n
(k)
R2

)∗, . . . ,ATn
(k)
R2

+BT (n
(k)
R2

)∗] (12)

where S
(k)
T2

is defined in (2) and ∆g,r = diag{gr} for gr denoting the

R× 1 vector with the ith element defined as

[gr]i =

{

gr, if Bi = 0T ;
g∗r , if Ai = 0T .

(13)

To provide coherent superposition of the signals transmitted from the
relays at the respective destinations, the rth relay applies soft decoding
of the signals transmitted in each time slot. Hence, the rth relay
computes the rth column of the respective distributed STBC matrices
as

ỹ
(k)
R1,r

= β
(k)
R1,r

(

X
(k)
R1,r

(X
(k−1)
R1,r

)H
)

er (14)

ỹ
(k)
R2,r

= β
(k)
R2,r

(

X
(k)
R2,r

(X
(k−1)
R2,r

)H
)

er (15)

where β
(k)
R1,r

and β
(k)
R2,r

are general scaling factors that adjust the

transmitted power. Let us assume, without loss of generality, that

β
(k)
R1,r

=
1

||
(

X
(k)
R1,r

(X
(k−1)
R1,r

)H
)

er||2
, (16)

β
(k)
R2,r

=
1

||
(

X
(k)
R2,r

(X
(k−1)
R2,r

)H
)

er||2
. (17)

However, another possible choice would be to select scaling factors
based on averaging all signal vectors instead of averaging only the
current signal vectors. For sufficiently large SNR, we observe from
(16) and (17) that

β
(k)
R1,r

≈
1

3PT1
|f

(k)
r |2

, (18)

β
(k)
R2,r

≈
1

3PT2
|g

(k)
r |2

. (19)

From (18) and (19), equations (14) and (15) can be approximated as

ỹ
(k)
R1,r

≈ S
(k)
T1

er + v
(k)
R1,r

, (20)

ỹ
(k)
R2,r

≈ S
(k)
T2

er + v
(k)
R2,r

(21)

where

v
(k)
R1,r

= V
(k)
R1,r

er, (22)

V
(k)
R1,r

= β
(k)
R1,r

(

X
(k)
T1

∆f,r(N
(k−1)
R1,r

)H

+ N
(k)
R1,r

(X
(k−1)
T1

∆f,r)
H +N

(k)
R1,r

(N
(k−1)
R1,r

)H
)

,(23)

v
(k)
R2,r

= V
(k)
R2,r

er, (24)

V
(k)
R2,r

= β
(k)
R2,r

(

X
(k)
T2

∆g,r(N
(k−1)
R2,r

)H

+ N
(k)
R2,r

(X
(k−1)
T2

∆g,r)
H +N

(k)
R2,r

(N
(k−1)
R2,r

)H
)

.(25)

Hence, the rth relay is assigned to particular STBC precoding matrices
A1, · · · ,AR,B1, · · · ,BR that are used to linearly encode the received

signal vectors y
(k)
R1,r

and y
(k)
R2,r

or their conjugate before broadcasting

the resulting vector to both terminals. In the last reformulations of (8)
and (11), we have made use of the mutual exclusivity property that
either Ar = 0T or B = 0T . We observe from (20) and (21) that the
rth relay recovers the OSTBC matrix of both terminals with a noise
component.

Next, we propose an encoding strategy at the relays that facilitates
simple signal separation at the destination, without however involving
decoding of the signals received at the relays. The rth relay encodes the
signal vector of the first terminal in (20) using the OSTBC precoding
scheme introduced in (2), hence it computes the OSTBC matrix

S
(k)
R1,r

= X (ỹ
(k)
R1,r

) = S
(k)
T1

+V
(k)
R1,r

(26)

where S
(k)
T1

is defined in (2) and V
(k)
R1,r

combines the noise terms

defined in (23). Similar to (26), the rth relay can also encode the
signal vector of the second terminal in (21) using the OSTBC precoding
scheme defined in (2), such that

S
(k)
R2,r

= X (ỹ
(k)
R2,r

) = S
(k)
T2

+V
(k)
R2,r

(27)

where S
(k)
T2

is defined in (2) and V
(k)
R2,r

denotes the noise terms defined

in (25). During the third phase of the kth block, the rth relay combines
the received signal vectors into a single T × 1 signal vector, such that

s
(k)
R3,r

=
(

S
(k)
R2,r

S
(k)
R1,r

er

)

= S
(k)
R er + v

(k)
R3,r

(28)

where

S
(k)
R = S

(k)
T2

S
(k)
T1

, (29)

v
(k)
R3,r

=
(

S
(k)
T1

V
(k)
R2,r

+V
(k)
R1,r

S
(k)
T2

+V
(k)
R1,r

V
(k)
R2,r

)

er. (30)

From (28) and (29), we observe that the rth relay combines the

symbol vectors of both terminals s
(k)
T1

and s
(k)
T2

into a single symbol

vector s
(k)
R3,r using a specific type of differential encoding scheme that

does not require decoding of the symbols at the relays. This combining
scheme enables each terminal to decode the transmitted symbols of
the opposite terminal using the information of its own transmitted
symbols. As a consequence, using the proposed differential encoding
strategy the relays do not waste power to transmit known information to
either side resulting in improved overall system performance in terms
of BER as compared to straightforward combination schemes in [18].
From equation (28), we observe that the combined symbol vectors at

the relays s
(k)
R3,r

approximately identical. This means that the relay

network can be considered as a ”virtual” (centralized) multiple-input
multiple-output (MIMO) network in which CSI is not available at the
transmitter. In this case, STBC techniques designed for MIMO systems
can straightforwardly be applied. The R relays then jointly transmit
a distributed STBC matrix defined by R respective symbol vectors

s
(k)
R3,1

, s
(k)
R3,2

, · · · , s
(k)
R3,R

where the rth relay transmits the symbol

vector s
(k)
R3,r

defined in (28).
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In the following, we only consider the received signals at terminal T2.
The signal received at terminal T1 can be computed correspondingly.
The received signal vector at terminal T2 in the kth block is given by

y
(k)
T2

=

R
∑

r=1

γr g
(k)
r s

(k)
R3,r

+ n
(k)
T2

=

(

R
∑

r=1

γr g
(k)
r S

(k)
R er

)

+ v
(k)
T2

(31)

where

v
(k)
T2

=

R
∑

r=1

γr g
(k)
r v

(k)
R3,r

+ n
(k)
T2

, (32)

s
(k)
R3,r

is defined in (28), n
(k)
T2

denotes the T × 1 vector containing

the receiver noise of the kth block at terminal T2, and γr is a scaling
factor to satisfy the power constraint at the rth relay, i.e., γr =

√

PRr

when β
(k)
R1,r

and β
(k)
R2,r

are defined in (16) and (17). For simplicity and

without loss of generality, it is assumed that γ1 = γ2 = · · · = γR = γ.
From (31), the received signal vector at terminal T2 during the third
phase of the kth block can be expressed as

y
(k)
T2

= γ S
(k)
R g(k) + v

(k)
T2

(33)

= γ S
(k)
T2

S
(k)
T1

g(k) + v
(k)
T2

where

g(k) = [g
(k)
1 , · · · , g

(k)
R

]T , (34)

and v
(k)
T2

is defined in (32). After multiplying (33) at the (k − 1)th

block by (S
(k−1)
T2

Ŝ
(k−1)
T1

)H , we have

ỹ
(k−1)
T2

= (S
(k−1)
T2

Ŝ
(k−1)
T1

)Hy
(k−1)
T2

(35)

= γ g(k) + (S
(k−1)
T2

Ŝ
(k−1)
T1

)Hv
(k)
T2

.

Making use of the extended block fading assumption where g(k−1) =
g(k) = g, the decoder at terminal T2 can be expressed as

Ŝ
(k)
T1

= argmin
S
(k)
T1

∥

∥

∥
y
(k)
T2

− S
(k)
T2

S
(k)
T1

ỹ
(k−1)
T2

∥

∥

∥

2
. (36)

In the case that the direct link between the two terminals T1 and T2
is available, the received signal vector at terminal T2 during the first
transmission phase is given by

y
(k)
T2,dl

=
√

3PT1
f
(k)
0 x

(k)
T1

+ n
(k)
T2

=
√

3PT1
f
(k)
0 S

(k)
T1

x
(k−1)
T1

+ n
(k)
T2

(37)

where n
(k)
T2

denotes the T × 1 vector containing the receiver noise of

the kth block at terminal T2 and x
(k)
T1

is defined in (4). Making use of

the symbol vector y
(k)
T2,dl

defined in (37), the decoder at terminal T2
can be expressed as:

S
(k)
T1

= argmin
S
(k)
T1

∥

∥

∥
y
(k)
T2

− S
(k)
T2

S
(k)
T1

ỹ
(k−1)
T2

∥

∥

∥

2
+
∥

∥

∥
y
(k)
T2,dl

− S
(k)
T1

y
(k−1)
T2,dl

∥

∥

∥

2
.

(38)
A similar decoding procedure can be applied at T1. Note that to not
waste power in transmitting known information at either side, in the
proposed technique the rth relay combines the unitary STBC matrices

of both terminals into a single unitary STBC matrix without hard-
decoding them before broadcasting the rth column of the combined
unitary STBC matrix to the destination. At the destinations, each
terminal can decode the transmitted STBC matrix of the other terminal
from its received STBC matrix of the relays using the information of
its own transmitted STBC matrix.

In the case that general STBCs are used, sphere decoding [26] can
be applied or in the case of orthogonal DSTCs, a symbol-wise decoder
can be used to decode the received symbols at terminal T2 [5], [8].

We remark that the use of the direct link between the communicating
terminals increases the decoding complexity at the destination terminal

and generally a full search over all possible STBC matrices S
(k)
T1

is

required. This increase is accompanied by the increase in the diversity
order provided by the direct link.

Other transmission protocols like DF protocol can also be applied
to the proposed technique where each relay perform hard decision de-

coding of the information symbol vectors s
(k)
T1

and s
(k)
T2

of the first and

second terminal, respectively, defined in (4) and (5) without requiring
CSI. In this case, similarly as in (29), the decoded and re-encoded
unitary STBC matrices are combined at the rth relay into a single
unitary STBC matrix. In the next phase, the rth relay broadcasts the rth
column of the encoded unitary matrix to both terminals. The proposed
technique using the DF protocol enjoys a substantially lower relay
decoding complexity as compared to the previously proposed two-phase
DSTC techniques which have the order of |ST1

||ST2
| [19]. To apply

DSTC on the relay nodes using the DF protocol, we consider error free

decoding at the relays, i.e., s
(k)
R3,1

= s
(k)
R3,2

= · · · = s
(k)
R3,R

= s
(k)
R3

.

Thus, the relays should decode the information symbols correctly in
order to achieve full diversity. Otherwise the decoder at the destination
terminal suffers from a poor error performance. To reduces these
effects, the use of cyclic redundancy check (CRC) at the relay nodes is
proposed in [19] to identify decoding errors at the relays and prevent
error propagation.

IV. SIMULATION RESULTS

In our simulations, we have assumed a TWRN with four single-
antenna relay nodes consisting of two terminals and two relays,
independent flat Rayleigh fading channels and a power distribution

equal to PT1
= PT2

=
R
∑

r=1

PRr
. For fair comparison of the BER

performance of all techniques, the same total transmitted power

(PT = PT1
+ PT2

+
R
∑

r=1

PRr
where PR1

= PR2
= · · · = PRR

) and

transmission rate is used.

In Fig. 2, the BER at terminal T2 is displayed versus the
SNR and the proposed differential DSTC technique using 8-PSK
modulation is compared with the two-phase differential DSTC
technique proposed in [18] using 4-PSK modulation, the three-phase
differential DSTC technique using 8-PSK modulation proposed in
[27], and the four-phase differential distributed Alamouti space-time
coding technique using 16-PSK modulation [8] for a total rate of
1 bpcu. The acronym “DL” stands for the use of the direct link in
the technique and “The proposed scheme” stands for the proposed

technique using γr =
√

PRr
, β

(k)
R1,r

= 1

||
(

X
(k)
R1,r

X
(k−1)
R1,r

)

er ||2
and

β
(k)
R2,r

= 1

||
(

X
(k)
R2,r

X
(k−1)
R2,r

)

er||2
defined in (16) and (17).

From Fig. 2, it can be observed that the proposed technique outper-
forms the best known two-, three-, and four-phase techniques and also
allows the communicating terminals to use the direct link between them
to increase the diversity order. From Fig. 2, the techniques which use
the direct link between the communicating terminals outperform those
without direct link since the direct link provides additional diversity
gain.
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Fig. 2. BER versus SNR for several differential schemes with R = 2
and a rate of 1 bpcu.

V. CONCLUSION

In this paper, we propose a novel non-coherent distributed space-time
coding technique for two-way wireless relay networks using the three-
phase protocol. The proposed technique does not require CSI at the ter-
minals or relays and uses the concept of analog network coding to offer
higher coding gain than the state-of-the art techniques by combines the
transmitted symbol vectors of both terminals into a single symbol vector
without hard decision decoding the information symbols. Furthermore,
our proposed technique allows the communicating terminals to use the
direct link between them to increase the diversity order.
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