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ABSTRACT
Multichannel equalization algorithms which are robust to
system identification errors (SIEs) are important for practical
speech dereverberation. We present an equalizer employ-
ing variable relaxation within the framework of the relaxed
multichannel least squares (RMCLS) algorithm in frequency
subbands. We show that varying the relaxation of constraints
in RMCLS leads to a trade-off between robustness to SIEs
and improved suppression of the early reflections that can be
useful to achieve improved overall perceived speech quality
after dereverberation processing. We then develop a method
of controlling the amount of relaxation based on the expected
level of SIE in each subband. Additionally, our algorithm
guarantees robustness even in the presence of very high SIEs
by backing off dereverberation in the relevant subbands.

Index Terms— Dereverberation, equalization, robust-
ness, system identification errors, subband

1. INTRODUCTION

Speech signals recorded using hands-free communications
devices typically suffer from reverberation due to the mul-
tipath propagation of the source signal to the microphones
through acoustic channels. This degrades perceived speech
quality and reduces the performance of other speech process-
ing algorithms such as speech recognizers [1].

A promising approach to dereverberation is acoustic mul-
tichannel equalization, where the acoustic impulse responses
(AIRs) between the source and microphones are estimated us-
ing blind system identification (BSI) algorithms [2, 3] and an
inverse filter is subsequently designed to counteract the effect
of room acoustics.

The problem is formulated as follows for a speech sig-
nal s(n) propagating through an M -channel (M ≥ 2) acous-
tic system modeled as M finite impulse responses, hm =
[hm(0) hm(1) . . . hm(L − 1)]T for m = 1, 2, . . . ,M . The
reverberant signal at the m-th microphone is given by

xm(n) = HT
ms(n) + v(n), (1)

where xm(n) = [xm(n) xm(n − 1) . . . xm(n − Li + 1)]T ,
s(n) = [s(n) s(n− 1) . . . s(n−L−Li + 2)]T and v(n) =

[v(n) v(n − 1) . . . v(n − Li + 1)]T are segments of the
microphone, speech and noise signals respectively, Hm is the
(L + Li − 1) × Li convolution matrix of hm and Li is the
equalizing filter length.

A set of equalizing filters gm = [gm(0) gm(1) . . . gm(Li−
1)]T can be designed to counteract the effect of hm to give an
equalized impulse response (EIR) we denote as d such that

Hg = d, (2)

where H = [H1 H2 . . . HM ], g = [gT1 gT2 . . . gTM ]T ,

d = [0 0 . . . 0︸ ︷︷ ︸
τ

1 0 . . . 0]T[(L+Li−1)×1], (3)

and τ is a delay.
In practical applications, the AIRs are estimated as ĥ with

system identification errors (SIEs). The problem is therefore
to find a set of filters g, given ĥ, which will equalize h in a
robust way to reduce the degradations due to reverberation in
the speech signal.

For the ideal case with no SIEs, the multiple-input/output
inverse theorem (MINT) [4] provides exact multichannel
inverse filters g = H+d, where {·}+ denotes the Moore-
Penrose pseudo-inverse, subject to [4, 5]:

C-1 Hm(z), the z-transforms of hm, do not share any com-
mon zero.

C-2 Li ≥ d L−1M−1e, where d·e is the ceiling operator.

However, in the presence of SIEs, the exact inverse filters of
ĥ provided by MINT do not equalize h and reverberation is
added to the EIR rather than suppressed as desired.

The relaxed multichannel least squares (RMCLS) algo-
rithm [6] detailed in Section 2 improves robustness over
MINT in moderate levels of SIEs in a manner desirable for
speech dereverberation. However, its performance remains
limited in severe levels of SIEs as additional reverberation
can be introduced in the EIR. To improve the robustness
of RMCLS, [7] incorporated regularization in the matrix
inversion to reduce the energy of the inverse filters and con-
sequently, the distortion introduced. An alternative approach
in [8], gated subband RMCLS (G-RMCLS), implemented
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RMCLS in subbands to reduce numerical errors from invert-
ing large and poorly conditioned matrices, and introduced
gated dereverberation in each subband to place an upper limit
on the degradation introduced in the EIR.

In this work we extend [8] and investigate a way to control
the amount of relaxation applied in subband RMCLS based
on the level of SIEs to obtain a better solution than simple
gating. As in previous work [6] the focus of this work is on
equalizing the response of the acoustic channel and not esti-
mating s(n) in the presence of noise. The effect of the addi-
tive noise is to introduce SIEs into the estimation of Hm and
hence our interest is to design an equalizer that is robust to
these SIEs.

2. RELAXED MULTICHANNEL LEAST SQUARES

RMCLS [6] relaxes constraints placed by MINT to improve
robustness to SIEs. Its motivation stems from the psychoa-
coustics principle that the late reverberant tail coefficients be-
yond approximately the first 0.05 s of an AIR are most dam-
aging to perceived speech quality while the early coefficients
do not impair speech intelligibility significantly [1]. RMCLS
therefore aims to design a set of equalizing filters g to give an
EIR where the early coefficients are unconstrained but the late
coefficients should tend towards zero to suppress the late re-
verberation. To achieve the above, the following cost function
is minimized

J = ‖W(Ĥg − d)‖22, (4)

where Ĥ is an estimate of H with SIEs, W = diag{w} and

w = [1 . . . 1︸ ︷︷ ︸
τ

1 0 . . . 0︸ ︷︷ ︸
Lw

1 . . . 1]T[(L+Li−1)×1]. (5)

The term Lw defines an interval referred to as the ‘relaxation
window’, and typically corresponds to the region of the un-
constrained early coefficients in the EIR. The first weight in
the relaxation window is set to unity to avoid the trivial solu-
tion. The minimum `2-norm solution is then given by

g = (WĤ)+Wd, (6)

subject to conditions C-1 and C-2 in Section 1 being satisfied.
RMCLS is more robust than MINT given moderate SIEs.

However, its performance deteriorates in severe levels of SIEs
and can result in additional reverberation being introduced in
the EIR when the robustness limits of RMCLS are exceeded.

3. GATED SUBBAND RMCLS

The G-RMCLS algorithm [8] extends the robustness of
RMCLS and limits additional reverberation introduced in
the EIR in high levels of SIEs. It implements RMCLS in sub-
bands and gating equalization in each subband is employed
such that equalization is applied only if the expected level

of SIEs in that subband exceeds a predetermined threshold.
The SIEs are quantified using normalized projection mis-
alignment (NPM) [1] and the threshold, NPMt, is selected as
the case where the energy in the reverberant tail of the EIR
is greater than the energy in the reverberant tail of h. The
energy in the reverberant tail is quantified with energy decay
curves (EDCs) [1] and the region of reverberant tail is defined
as n > 0.05fs, where n is the sample index of the EDC.

In practical applications, NPM in each subband can be es-
timated from the signal-to-noise ratio (SNR) for a given sys-
tem identification algorithm such as shown in [3] using tech-
niques for example based on non-intrusive SNR estimation
[9, 10]. In this work, the oracle case where knowledge of the
exact NPM in each subband is assumed to avoid introducing
NPM estimation errors.

The design of subband equalizing filters g′ requires sub-
band estimated AIRs ĥ′km to be found from ĥm such that
the total transfer function of the subband filters is equivalent
to the full-band filter up to an arbitrary scale factor and de-
lay. A K-subband system with decimation factor N is first
constructed based on the generalized discrete Fourier trans-
form (GDFT) filter-bank [11]. Analysis filters uk(n) for k =
0, . . . ,K are obtained by modulating a prototype filter p(n)
of length Lpr as

uk(n) = p(n) · ej 2π
K (k+k0)(n+n0), (7)

where k0 and n0 are frequency and time offsets, set to k0 =
1/2 and n0 = 0 [12, 13]. Synthesis filters are given by the
time-reversed and conjugated analysis filters [12], vk(n) =
u∗k(Lpr − n − 1). The parameters K = 32, N = 24 and
Lpr = 512-taps were chosen for good trade-offs between
aliasing suppression and sufficiently short subband equaliza-
tion filters [13]. Complex subband decomposition [12, 13] is
next employed to find ĥ′km given by

ĥ′km = U+
N,kcN,km, (8)

where

UN,k =



uk(0) 0 · · · 0
uk(N) uk(0) · · · 0

...
. . . . . .

...

uk(Lpr − 1) · · ·
... 0

0 uk(Lpr − 1)
. . .

...
...

...
. . .

...
0 · · · 0 uk(Lpr − 1)


and cN,km = [ckm(0), ckm(N), . . . , ckm (N(L− 1))]T is
an d(L+ Lpr − 1) /Ne × 1 vector with ckm(n) = ĥm(n) ∗
uk(n). The length of ĥ′km is L′ =

⌈
L+Lpr−1

N

⌉
−

⌈
Lpr

N

⌉
+ 1.

With this filter design, the first K/2 subbands are com-
plex conjugates of the remaining subbands [12]. Therefore,
processing of only the first K/2 subbands is required.
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Given ĥ′km, Ĥ′k can be found in a similar way to Ĥ and
the subband RMCLS solution is given by modifying (6) as

g′k = (W′
r,kĤ

′
k)+W′

r,kd
′ for k = 0, 1, . . . ,K/2− 1,

(9)
where W′

r,k = diag{w′r,k} with

w′r,k = [1 . . . 1︸ ︷︷ ︸
τ ′

1 0 . . . 0︸ ︷︷ ︸
L′
w,k

1 . . . 1]T(L′+L′
i−1)×1

, (10)

where τ ′ = dτ/Ne and L′w,k = dLw/Ne.
The gated approach to dereverberation in G-RMCLS

ensures robustness to severe levels of SIEs, but does not oth-
erwise control the amount of dereverberation applied. It is
therefore desirable to achieve better control of the perfor-
mance of the equalizer.

4. VARIABLE RELAXATION RMCLS

The length of Lw in (5) applied in RMCLS has a trade-
off between suppression of the early coefficients and late
coefficients, as will be demonstrated with simulation re-
sults in Section 5.1. The aim of variable relaxation RMCLS
(VR-RMCLS) is to exploit this trade-off by varying Lw in-
dependently in each subband according to the corresponding
level of NPM (known or estimated as described in Section 3).
This enables potentially better control of robustness over
simple gating in G-RMCLS. In this manner, subbands with
worse SIEs can employ longer Lw to increase robustness at
the expense of lower dereverberation performance. In sub-
bands with small SIEs, less robustness is required and shorter
Lw can be used to improve dereverberation by suppressing
more of the EIR coefficients. In the lower limit where there
are no SIEs, Lw = 0 is used, giving the MINT solution [4]. In
subbands with exceptionally high SIEs, gating can be applied
in the same way as G-RMCLS to avoid adding reverberation
in the EIR, thereby exploiting a merge of the advantageous
properties of both G-RMCLS and VR-RMCLS. The remain-
der of this section discusses practical considerations and the
method of determining Lw in each subband, L′wo,k.

The value of L′wo,k is chosen in this work as a function of
NPM as follows. Given an NPM and its corresponding ĥ′km,
subband RMCLS is first performed for a range of L′w,k and
the subband EIRs found as

EIRk = H′kg
′
k. (11)

The known initial delays caused by subband filtering are re-
moved and the EDCs are calculated. For a given NPM, L′wo,k
is selected to meet two criteria. The first criteria is to sup-
press the reverberant tail of the EIR to an acceptable level,
the choice of which is discussed below. The second criteria
is to avoid introducing additional degradation in the rever-
berant tail of the EIR over the AIRs. Two threshold EDCs

are defined for each of the criteria above. The first thresh-
old, EDCte, defines the maximum acceptable level of rever-
berant tail suppression in this work as the maximum EDC
across all subbands for L′w,k = d0.05fs/Ne at sample index
nr = d0.05fs/Ne + 1. The second threshold, EDCth, de-
fines the EDC of h′k,m at nr, where h′k,m is found in a similar
manner as ĥ′k,m using h. The value of L′wo,k for the NPM un-
der consideration can now be selected as the minimum L′w,k
in each subband where its corresponding EDC value at nr
is below the minimum value of EDCth and EDCte. In the
case where no L′w,k satisfies the above, the NPM is consid-
ered to be too large and the gating dereverberation method
in G-RMCLS is applied. The L′wo,k values can be pre-trained
for a given NPM such that for practical application, only NPM
estimates are required.

5. SIMULATIONS AND RESULTS

Two simulations were performed. Simulation 1 illustrates
the basic concept of VR-RMCLS by varying Lw in single
subbands to show the effect on the robustness of the equal-
izer. Simulation 2 evaluates the performance of VR-RMCLS
against RMCLS and G-RMCLS with SIEs in all subbands.

5.1. Simulation 1

A 2-channel system was simulated using the image method
[14, 15] for a room size of 6.4 x 5 x 3.6 m with a distance of
2 m between the source and centre of the microphone array,
an inter-microphone distance of 0.1 m and reverberation time
T60 = 0.3 s. The fractional delay before the direct path in
the AIRs was removed such that τ = 0 and the channels trun-
cated to L = 2000. Input speech signals were taken from the
TIMIT database [16] and resampled to fs = 8 kHz. The AIRs
were subsequently filtered into K = 32 subbands and SIEs
artificially introduced by addition of subband filtered white
Gaussian noise to achieve a desired level of NPM [17]. In this
work, NPM = −30,−27, . . . ,−6 dB were simulated. Com-
plex subband decomposition was applied as (8) and subband
RMCLS equalizers were designed using L′w,k derived from
Lw = {0, 0.01, . . . , 0.05}fs. EIRs and their corresponding
EDCs were calculated in subbands as (11). Each simulation
was repeated 50 times with randomly varying locations of
the source and microphone array while maintaining constant
source-sensor distances to give spatially averaged results.

Illustrative examples of some subband EDC results are
given in Figure 1, where it can be seen that the choice of L′w,k
involves a trade-off between the suppression of early coeffi-
cients and late reverberant tail of the EIRs. Furthermore, the
levels of suppression achieved can be seen to vary between
subbands for the same NPM and Lw values, and it is this
characteristic which is exploited to select the desirable sub-
band L′w,k values. From these results, L′wo,k values are found
according to the method described in Section 4.

3



 1
 2
 3
 4
 5
 6
 7
 8
 9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
60
61

0 0.05 0.1 0.15 0.2
−35

−30

−25

−20

−15

−10

−5

0

Time (s)

E
D

C
 (

d
B

)

 

 
h
L

w
 = 50 ms

L
w

 = 40 ms

L
w

 = 30 ms

L
w

 = 20 ms

L
w

 = 10 ms

L
w

 = 0 ms

(a) NPM = -30 dB, subband k = 1
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(b) NPM = -30 dB, subband k = 7
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(c) NPM = -15 dB, subband k = 7

Fig. 1. Averaged EDCs in different subbands for different
NPM values.

5.2. Simulation 2

Two simulations were run with SIEs of varying NPM levels
in all subbands. The performance of VR-RMCLS was eval-
uated against RMCLS and G-RMCLS based on the full-band
EIR and equalized speech signal. In addition to EDC, evalua-
tion of perceived speech quality was carried out using ITU-T
P.862 (PESQ) scores, which provides an estimate using a pre-
dicted mean opinion score (PMOS) ranging from 1−4.5 [18].
To facilitate a comparison between the microphone and equal-
ized speech signals, the difference in their PESQ scores was
calculated as ∆P . It is desirable to simply observe ∆P > 0
since PESQ is known to not be a reliable measure of reverber-
ation, and instead was selected specifically to provide some
assurance that there was no measurable degradation in over-

all speech quality.
The same 2-channel acoustic system from Section 5.1

was simulated. SIEs were artificially added in subbands with
the K/2 subband NPM levels pseudorandomly drawn from
a uniform distribution on two intervals with moderate SIEs,
(−25,−15) dB, and severe SIEs, (−15,−5) dB. Subband
equalization for VR-RMCLS was performed using the L′wo,k
values found in Section 5.1. Each simulation was repeated
50 times with randomly varying locations of the source and
microphone array while maintaining constant source-sensor
distances to give spatially averaged results.
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(b) SIEs with NPM drawn from the interval (−15,−5) dB.

Fig. 2. Averaged EDCs (evaluated over the full bandwidth).

NPM (dB) RMCLS G-RMCLS VR-RMCLS
(−25,−15) 0 0.1 0.2
(−15,−5) −0.3 0 0

Table 1. Averaged ∆P showing that the G- and VR-RMCLS
methods do not degrade PESQ even with severe SIEs.

The EDCs based on the reconstructed full-band EIRs are
shown in Fig. 2 and the ∆P results are shown in Table 1. In
the presence of moderate SIEs, VR-RMCLS improved early
coefficients suppression up to −5.7 dB over G-RMCLS and
full-band RMCLS for t ≤ 0.05 s. In the presence of severe
SIEs, both VR-RMCLS and G-RMCLS successfully avoid
introducing additional distortion over the true AIRs, except
where the EIR is already suppressed by at least the EDC
value of the AIRs at t = 0.05 s. The ∆P scores indicated
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that VR-RMCLS did not degrade the perceived quality of the
equalized speech signal compared to the microphone signal,
which is desirable.

6. CONCLUSION

We have presented a novel equalizer for dereverberation
of speech employing variable relaxation of RMCLS in fre-
quency subbands. We demonstrated through experimental
results that 1) the robustness of RMCLS can be varied as de-
sired from subband to subband to exploit as well as possible
the available accuracy of the BSI, and 2) the amount of re-
laxation applied for RMCLS in subbands involves a trade-off
between the robustness to SIEs in terms of the reverberation
tail suppression, and the suppression of early coefficients of
the EIR. The VR-RMCLS algorithm was proposed, exploit-
ing this trade-off and further employs gated dereverberation
from G-RMCLS to guarantee robustness even in the pres-
ence of severe SIEs. Experimental results demonstrate that
improved suppression of the early coefficients was achieved
without significantly adversely affecting the robustness of the
reverberant tail suppression.
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