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ABSTRACT

In this paper, the use of a wireless acoustic sensor network

(WASN) for the estimation and equalization of room acous-

tics is proposed as a flexible and promising alternative to the

traditional wired implementations. We consider a multiple-

point equalization problem based on a common-acoustical-

pole (CAP) room model. Instead of collecting microphone

signals in a central processing unit to compute the CAP model

estimate in a centralized fashion, we deploy a large number of

autonomous nodes with local sensing, processing, and com-

munication capabilities to solve the CAP model estimation

problem in a distributed manner. Even though the WASN

nodes are restricted to exchange information with neighbor-

ing nodes only, the use of a distributed averaging algorithm

results in a CAP model estimate with an accuracy and equal-

ization performance comparable to a wired implementation.

Index Terms— Wireless acoustic sensor networks, room

acoustics, equalization, distributed consensus averaging

1. INTRODUCTION

Room equalization is an important task in many acoustic

signal processing applications, and is intended to flatten the

frequency magnitude response of an acoustic enclosure (the

“room”). In this way, the sound signals perceived at one or

more listening positions in the room should ideally be close

to the original (“dry”) sound signal that one aims to play

back. The room equalization problem is often approached as

an inversion problem, in which an acoustic room model is

estimated, inverted, and applied as a prefilter to the dry signal

prior to playback [1]. Both the estimation and inversion of the
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Fig. 1. Traditional implementation of multiple-point equal-

ization system using wired microphones and a central pro-

cessing unit (CPU).

room model are considered to be challenging tasks, due to the

high-order and mixed-phase character of room acoustics [1].

Morever, in many applications, the aim is to achieve equal-

ization at many –if not all– possible listening positions inside

a room, a problem that is often referred to as multiple-point

equalization [2].

One particularly interesting room model in this respect is

the all-pole model [3]: it can be efficiently estimated using

linear prediction, it can be straightforwardly inverted (result-

ing in an all-zero inverse filter), and it has been conjectured to

be spatially invariant (i.e., independent of source and listener

positions) inside a particular room [4]. The latter observation

has motivated the use of the common-acoustical-pole (CAP)

model as an alternative to the all-pole model [2]. The design

of an equalization filter based on the CAP model consists of

three steps [2]: (1) the estimation of the room impulse re-

sponses (RIRs) from the sound source position to a number

of listening positions, (2) the estimation of the CAP model

from the estimated RIRs, and (3) the calculation of an all-

zero equalization filter by inverting the estimated CAP model.

From a practical point of view, the first step of this procedure

is the most challenging one, as it requires the deployment of

a large number of microphones for collecting RIR measure-
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Fig. 2. Proposed implementation of multiple-point equaliza-

tion system using a wireless acoustic sensor network (WASN)

comprising wirelessly connected nodes with local processing

units (LPUs).

ments at a wide range of positions in the room. Traditional

implementations of a multiple-point equalization system rely

on the use of wired microphones, such that signal measure-

ments can be collected in a central processing unit (CPU) that

computes the RIR and CAP model estimates, see Fig. 1.

In this paper, we propose a different implementation

based on a wireless acoustic sensor network (WASN), as

shown in Fig. 2. A WASN is a network of autonomous,

battery-driven sensor nodes, each comprising a microphone,

a local processing unit (LPU), and means for wireless com-

munication with other sensor nodes and with the equal-

izer/loudspeaker node. In many applications, the WASN-

based implementation is more appealing than the traditional

one, due to its flexibility and ease of deployment. The in-

stallation, relocation, and addition of microphones is much

easier in the WASN-based implementation, which makes

this a particularly attractive solution when a multiple-point

equalization system is to be appended to an existing sound

reproduction system.

However, the equalization filter design in a WASN-based

implementation cannot be executed using the traditional pro-

cedure outlined above, due to communication constraints

inherent in the WASN. Indeed, since the WASN nodes are

battery-driven, the bit rate and power at which these nodes

can transmit data to other nodes is limited, and so the RIR and

CAP model estimation procedure has to be fundamentally re-

organized. Instead of transmitting all microphone signals to a

CPU where the RIR and CAP model estimation is executed,

we propose to distribute the RIR and CAP model estimation

tasks over the LPUs available in the WASN while allowing

WASN nodes to transmit a miminal amount of data only to

neighboring nodes. We will show that the latter approach

is feasible by formulating the CAP model estimation as a

consensus problem, and employing a distributed averaging

algorithm as proposed in [5].

The paper is organized as follows. In Section 2, we for-

mulate the multiple-point equalization problem and define the

WASN and its topology. Section 3 deals with the distributed

estimation of the CAP model, while Section 4 contains results

of Monte Carlo simulations and their discussion. Finally, Sec-

tion 5 concludes the paper.

2. PROBLEM STATEMENT

We assume M microphones are deployed at positions rm, m =
1, . . . ,M in a room where a sound signal x(t) is played back

using a loudspeaker at position rs. The resulting microphone

signals are given by

ym(t) = H(q, rs, rm)x(t) + vm(t), m = 1, . . . ,M (1)

where H(q, rs, rm), m = 1, . . . ,M denote the length-L
room impulse responses (RIRs) from the loudspeaker to

the microphones, q is the time shift operator (i.e., q−kx(t) =
x(t−k)), and vm(t), m = 1, . . . ,M represents measurement

noise at the microphones. The idea of multiple-point equal-

ization is to play back a prefiltered signal u(t) = F (q)x(t)
instead of the original signal x(t), and to calculate the equal-

ization filter F (q) such that the resulting microphone signals

ym(t), m = 1, . . . ,M are perceived as closely as possible

to the original signal x(t). A convenient way of designing

the equalization filter results from representing the RIRs as

follows [2],[3],

H(q, rs, rm) =
H̃(q, rs, rm)

A(q)
(2)

where A−1(q) = (1 + a1q
−1 + . . .+ aP q

−P )−1 is the CAP

model of order P , and H̃(q, rs, rm) denote the residual RIRs.

The equalization filter is then chosen as the inverse of the es-

timated CAP model, i.e., F (q) = Â(q). The choice of equal-

izing only the CAP model A−1(q) and not the residual RIR

component H̃(q, rs, rm) is justified by the assumption that

room resonances contribute most to the perceived difference

between the loudspeaker and microphone signals.

The estimation of the CAP model A−1(q) is usually based

on available RIR estimates

Ĥ(q, rs, rm) = H(q, rs, rm) + E(q, rs, rm) (3)

where the RIR estimation error E(q, rs, rm) results from

measurement noise at the microphones. While the traditional

implementation in Fig. 1 allows for an on-line RIR estima-

tion (since x(t) is available in the CPU), the WASN-based

implementation in Fig. 2 requires a training phase during

which the RIR H(q, rs, rm) is estimated in the LPU of the

mth node, based on a known training signal x(t). In both

cases, however, the measurement noise and hence the RIR

estimation error has the same variance.

The topology of the WASN is determined by the sensor

node positions rm, m = 1, . . . ,M , the equalizer/loudspeaker
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node position rs and the assumed communication model.

Here, we adopt a simple communication model, where error-

free communication between sensor nodes k and l is possible

if (rk − rl)
T (rk − rl) ≤ ρ2 while no communication is

possible otherwise, and likewise for the communication be-

tween the sensor nodes and the equalizer/loudspeaker node.

In other words, the WASN nodes only communicate with

neighboring nodes, where the neighborhood is defined by the

communication range ρ. The WASN topology can hence be

represented by the symmetric M × M sensor connectivity

matrix C, defined as

1, if (rk − rl)
T (rk − rl) ≤ ρ2 (4a)

[C]kl =

{

0, if (rk − rl)
T (rk − rl) > ρ2 (4b)

and the neighborhood Ns = {m|(rm−rs)
T (rm−rs) ≤ ρ2}

of the equalizer/loudspeaker node.

3. CAP MODEL ESTIMATION

3.1. Traditional implementation: least squares (LS) and

centralized averaging (CAV)

In a traditional implementation, all RIR estimates Ĥ(q, rs, rm),
m = 1, . . . ,M are available in the CPU, and the least-

squares (LS) estimate of the CAP model parameter vector

a = [a1, . . . , aP ]
T can be computed by a linear prediction of

the concatenated and zero-padded estimated RIR parameter

vectors, i.e.,

âLS =

(

M
∑

m=1

Ĥ
T
mĤm

)−1(
M
∑

m=1

Ĥ
T
mĥm

)

(5)

(see [2] for a definition of Ĥm and ĥm). However, an interest-

ing observation in [4] is that the CAP model parameter vector

estimate in (5) is closely approximated by a centralized aver-

aging (CAV) of the local (i.e., node-specific) all-pole model

parameter vector estimates resulting from a linear prediction

of the local RIR parameter vectors, i.e.,

âLS ≈ âCAV =
M
∑

m=1

âm,LS =
M
∑

m=1

[

(

Ĥ
T
mĤm

)−1

Ĥ
T
mĥm

]

.

(6)

3.2. WASN-based implementation I: localized averaging

(LAV)

In a WASN-based implementation, the estimates in (5) and

(6) can generally not be calculated since none of the WASN

nodes has access to all local RIR or all-pole model esti-

mates. Moreover, communicating local RIR estimates be-

tween neighboring nodes should be avoided due to the re-

quirement of low bit rates (which conflicts with the typically

high RIR lengths). A straightforward yet suboptimal ap-

proach to estimate the CAP model parameter vector then

consists in collecting and averaging the local LS all-pole

model parameter vector estimates from the sensor nodes in

the neighborhood Ns of the equalizer/loudspeaker node, i.e.,

âLAV =
∑

m∈Ns

âm,LS. (7)

In this case, the sensor nodes outside Ns do not contribute to

the CAP model estimate, hence this approach is denoted as

localized averaging (LAV).

3.3. WASN-based implementation II: distributed averag-

ing (DAV)

Alternatively, the estimates in (5) and (6) can be cast into a

consensus optimization framework. The LS estimate in (5)

can hence be approximated by solving M local LS problems

including a consensus constraint, i.e.,

{âm,DLS}
M
m=1 = argmin

am

M
∑

m=1

‖Ĥmam − hm‖22

s.t. am = âDLS. (8)

This distributed LS problem, where âDLS denotes the consen-

sus CAP model parameter vector estimate, can be iteratively

solved using the alternating direction method of multipliers

(ADMoM) [6].

A simpler and equally accurate approach is to compute

the average of all local all-pole model parameter vector es-

timates using a distributed averaging (DAV), which only re-

quires local communication among neighboring nodes. A fast

distributed linear averaging (FDLA) algorithm [5] is defined

by the iteration
[

â
(k)
1,FDLA . . . â

(k)
M,FDLA

]

=
[

â
(k−1)
1,FDLA . . . â

(k−1)
M,FDLA

]

WFDLA,

k = 1, . . . , kmax (9)

in which the initialization correponds to the local LS all-pole

model parameter vector estimates,

â
(0)
m,FDLA = âm,LS, m = 1, . . . ,M (10)

and the optimal (symmetric) weighting matrix is calculated

by solving the following convex optimization problem [5]

WFDLA = argmin
W

‖W − 11
T /M‖2 (11)

s.t. W ∈ S(C), 1T
W = 1

T , W1 = 1(12)

where 1 is a length-M column vector with all ones and S(C)
denotes the class of matrices having the same sparsity pattern

as the sensor connectivity matrix C. After the final iteration

of the algorithm in (9), the CAP model parameter vector esti-

mate is calculated as

âDAV =
∑

m∈Ns

â
(kmax)
m,FDLA. (13)
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Fig. 3. 2-D projection on {x, y} plane of 3-D WASN topology

using J = 100 sensor nodes (o) and communication range

ρ = 6 m. Blue lines denote communication links between

sensor nodes; black circle indicates communication range of

equalizer/loudspeaker node (∗).

4. SIMULATION RESULTS

The evaluation of the multiple-point equalization implemen-

tations discussed in Section 3 is based on the average per-

formance over N = 100 Monte Carlo trials of a WASN

comprising M = 100 sensor nodes deployed at random posi-

tions. Since a database of MN = 10000 RIR measurements

is currently not availabe, we resort to a simulated acous-

tic environment. A reverberant 40 × 20 × 10 m shoe-box

shaped room is simulated based on a CAP model A−1(q)
of order P = 24 calculated by pole placement, and residual

RIRs H̃(q, rs, rm), m = 1, . . . ,M with r
T
s = [15, 7, 7]

m generated using the image source method [7]. The RIRs

H(q, rs, rm) are then obtained by truncating the impulse re-

sponses resulting from the CAP model in (2) to a length of

L = 2000, corresponding to 0.25 s when sampling at 8 kHz.

As explained in Section 2, the measurement noise at the

microphones leads to a RIR estimation error E(q, rs, rm).
We simulate this effect by directly adding Gaussian white

noise to the estimated local all-pole model coefficients, which

is equivalent to using a spectrally flat training signal x(t) for

estimating the local all-pole models, and assuming Gaussian

white measurement noise. The resulting RIR estimation ac-

curacy, defined as 10 log10 ‖a‖
2
2/‖a − âm,LS‖22, is fixed to

an average value of 10 dB. The communication range of the

WASN nodes is set to ρ = 6 m, which results in the (pro-

jected) topology shown in Fig. 3 for one particular realization

of the sensor node positions. The number of iterations used in

the FDLA algorithm (9) is set to kmax = 100, which allows

the DAV estimate (13) to converge to a value close to the CAV

estimate (6). We should note, however, that we have observed

the DAV algorithm to outperform the LAV algorithm for all

values kmax ≥ 1.

We compare the resulting CAV, LAV, and DAV estimates

defined in (6), (7), and (13) in terms of two equalization per-

formance measures and one estimation performance measure.

The equalization performance is measured by assessing the

spectral flatness of the residual RIRs, using the spectral flat-

ness measure (SFM) [8, Ch. 6]

N
∑

n=1

M
∑

m=1

10

MN
log10

exp

[

1

L

L−1
∑

k=0

ln
∣

∣

∣
H̃(n)

(

ej
2πk

L , rs, rm

)∣

∣

∣

2
]

1

L

L−1
∑

k=0

∣

∣

∣
H̃(n)

(

ej
2πk

L , rs, rm

)∣

∣

∣

2

(14)

and the standard deviation (STD) [2]

1

MN

N
∑

n=1

M
∑

m=1

(

1

L

L−1
∑

k=0

(

10 log10

∣

∣

∣
H̃(n)

(

ej
2πk

L , rs, rm

)∣

∣

∣

2

−
1

L

L−1
∑

l=0

10 log10

∣

∣

∣
H̃(n)

(

ej
2πl

L , rs, rm

)∣

∣

∣

2
)2
)

1

2

. (15)

The estimation performance is measured by the misadjust-

ment of the CAP model parameter vector,

10 log10

(

1

N

N
∑

n=1

‖a− â
(n)
(C)(L)(D)AV‖

2
2

‖a‖22

)

. (16)

The resulting performance measures are plotted versus

the RIR estimation accuracy and the WASN communication

range in Figs. 4 and 5, respectively. For a communication

range of ρ = 6 m, the DAV performance is equal to the CAV

performance, regardless of the RIR estimation accuracy (i.e.,

the DAV and CAV curves overlap in Fig. 4). The LAV per-

formance, on the other hand, is consistently worse and ap-

proaches the CAV performance only for high RIR estimation

accuracy. From Fig. 5, it can be seen that the DAV perfor-

mance breaks down for communication range values ρ ≤ 4
m, which is explained by the fact that in this case the WASN

does not correspond to a connected graph (which is a fun-

damental condition for convergence of the FDLA algorithm

[5]). However, even for ρ ≤ 4 m, the DAV performance is

consistently better than the LAV performance.

5. CONCLUSION AND FUTURE WORK

We have proposed a fundamentally new implementation for

a multiple-point equalization system based on a CAP room

model. By replacing wired microphones with a WASN, and

distributing the processing effort, an easily deployed and

flexible equalization system is obtained. Two different ap-

proaches for estimating the CAP model in a WASN-based

implementation have been put forward: a localized averaging

algorithm which only relies on information provided by sen-

sor nodes in the neighborhood of the equalizer/loudspeaker

node, and a distributed averaging algorithm in which infor-

mation from all sensor nodes is used. Simulation results

have shown that the distributed averaging approach results
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Fig. 4. Performance vs. RIR estimation accuracy: (a) Residual RIR SFM, (b) Residual RIR STD, (c) CAP model misadjustment.
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Fig. 5. Performance vs. communication range: (a) Residual RIR SFM, (b) Residual RIR STD, (c) CAP model misadjustment.

in a consistently better performance than the centralized av-

eraging approach. Moreover, if the communication range

is sufficiently large such that the WASN corresponds to a

connected graph, then the distributed averaging approach re-

sults in a performance similar to the centralized averaging

approach used in a traditional wired implementation.

Two research challenges have been postponed to future

work. First, the estimation and equalization performance of

the WASN-based implementation should be validated using

measured rather than simulated RIRs. Second, a more re-

alistic communication model should be adopted, which also

takes into account quantization effects and channel noise in

the wireless communication between the WASN nodes.
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