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ABSTRACT
A novel appearance-based method for visual object tracking
of rigid objects with pose variations and small scale and 2-
dimensional rotation changes is proposed. The algorithm em-
ploys a bank of Gabor filters for computing the salient object
features, which represent the object model. In each frame,
candidate objects of a search region are extracted randomly,
following a 2-dimensional Gaussian distribution. The object
in the current frame is the candidate object whose cosine sim-
ilarity to the detected object in the first frame and the object
instance in a previous frame where significant change in the
object appearance was last observed is maximal.

Index Terms— visual object tracking, local steering ker-
nels, Gabor filters

1. INTRODUCTION

By visual object tracking we define the challenging task of
extracting the trajectory of a moving object in a video, by ex-
ploiting information obtained from the video content without
the use of any sensor data. Tracking algorithms should be able
to handle a number of factors which affect the tracking per-
formance, such as changes in the lighting conditions of the
video, rapid and non-smooth object movements, noise, etc.
Depending on the object representation method, the tracking
algorithms can be divided into four broad categories:

• Model-based algorithms [1], which use 3-dimensional
description models of the object,

• Appearance-based algorithms [2], which employ 2-
dimensional description models of the object texture,

• Contour-based algorithms [3], which perform object
tracking by identifying the object contour, and

• Feature-based algorithms [4], which identify and track
the object salient features.

The research leading to these results has received funding
from the Collaborative European Project MOBISERV FP7-248434
(http://www.mobiserv.eu), An Integrated Intelligent Home Environment for
the Provision of Health, Nutrition and Mobility Services to the Elderly.

Furthermore, there exist hybrid tracking algorithms which
combine more than one object representation methods [5].
Most of the tracking algorithms, including the proposed one,
employ appearance-based representations of the object, as
they are more simple and require less computations than
other methods.

Visual object tracking is a fundamental tool in video con-
tent analysis, as it enables the study of the motion of the en-
tities (i.e., objects, humans) which appear in a video which,
consequently, leads to the extraction of high level descriptions
for the content of the video. For example, human activity
recognition can be performed by analyzing the trajectories of
human body parts, the trajectories of auxiliary objects which
take part in an activity, or the relevant position between more
than one objects of interest which characterize an activity. In
this notion, eating and drinking activity recognition may be
performed by analyzing the trajectories of the human hands
during food intake, the trajectories of kitchen utensils used
for eating and drinking (e.g. glass, fork, etc.), or the relevant
position between the hands and the face.

In this paper, a novel algorithm is introduced for tracking
rigid objects in videos. The objective of the proposed algo-
rithm is to be used in an automatic nutrition support system
for eating and drinking activity recognition. Therefore, the
algorithm was tested in videos depicting meal sessions of hu-
mans. Experimental results showed that the proposed method
is successful in tracking rigid objects which perform smooth
movements with changes in the view angle, 2-dimensional ro-
tations and small changes in scale.

2. PROBLEM STATEMENT

Dementia is a syndrome which affects a high percentage of
the geriatric population over the age of 65, which causes ei-
ther a static or a progressive loss of the patient’s cognitive
ability. At an early stage, dementia may cause deterioration
of the nerves, apraxia (i.e. loss of the patient’s ability to use
tools) and agnosia (i.e. loss of the patient’s ability to identify
other persons, objects, smells, sounds, or shapes). As a re-
sult, the patients lose the ability of executing activities of day
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living, such as eating and drinking, by themselves. In order
to prevent dehydration and underfeeding of patients suffering
from early stage of dementia, the development of a monitor-
ing system is required, which detects the time instances when
the patient eats or drinks and measures their duration. If the
system detects that the patient hasn’t eaten or drunk anything
in a certain period of time, a robotic unit reminds him to eat
or drink. The monitoring system should process only visual
data obtained by surveillance cameras, as body warn sensors
or markers on the patient’s hands and face may cause distur-
bance to the patient.

3. LOCAL STEERING KERNEL DESCRIPTORS

Locals Steering Kernels (LSKs) [6] are descriptors of the
salient features of an image, which represent how similar
a pixel is with its surrounding pixels in a locally defined
P ×P window, by taking into account both their illumination
difference (their pixel value) and the distance between the
neighboring pixels:

K(pl − p) =

√
det(Cl)

2π · exp
{
− (pl−p)TCl(pl−p)

2

}
,

l = 1, . . . , P 2, (1)

where p denotes the image pixel coordinates, pl denotes the
neighboring pixels coordinates, and Cl is a covariance matrix,
which is estimated from the matrix Jl:

Jl =

 zx(p1) zy(p1)
...

...
zx(pP 2) zy(pP 2)

 , (2)

which consists of the gradient vectors of the image in a P ×P
window around pl, by applying SVD according to equations
(3)-(5) [7]:
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, a2 =

s2 + 1
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, γ =

(
s1s2 + 10−7

P 2

)a

. (5)

In equation (2), z(p) = [zx(p), zy(p)]
T denotes the image

gradient vector along x and y axes at the position p, while in
equations (5), a is a parameter that restricts γ. In our experi-
ments a takes the value 0.008.

4. LSK COMPUTATION VIA A BANK OF GABOR
FILTERS

Gabor filters are band-pass filters, widely used in image pro-
cessing for edge detection, therefore they can be used for es-
timating the gradient vector of an image along some direction
φ. In the 2-D space, a Gabor filter is defined as a complex
sinusoid s(x, y) (i.e. the carrier) modulated by a Gaussian
kernel function g(x, y) (i.e. the envelope) [8]:

f(x, y) = s(x, y) · g(x, y), (6)

where the Gaussian kernel function is defined as:

g(x, y) =
K2

σ2
exp

(
−K2(x2 + y2)

2σ2

)
(7)

and the complex sinusoid is given by:

s(x, y) = exp (jK(x cosφ+ y sinφ))− exp (−σ2/2). (8)

In equations (7), (8) K/2 denotes the magnitude and φ de-
notes the direction of the spatial frequency, while σ2 is a scal-
ing parameter.

A bank of 12 Gabor filters with 4 orientations (0, 45, 90
and 135 degrees) and 3 scales may be used in order to com-
pute the LSK descriptors given by (1) as follows. At first, we
average the responses of the Gabor filters with the same orien-
tation and different scales. Let us consider the averaged filter
responses at 0 and 90 degrees as the image gradient vectors
of (2) along x and y-axes, respectively. In the same notion,
the averaged filter responses at φ and φ + 90 degrees (in our
case 45 and 135 degrees) can be considered as the image gra-
dient vectors z in the rotated by φ degrees coordinate system.
Therefore, the LSK descriptors (1) in the rotated coordinate
system will be given by:

Kφ(pl − p) =

√
det(Cl)

2π exp

{
− (pl−p)TRT

φClRφ(pl−p)

2

}
,

l = 1, . . . , P 2, (9)

where Rφ is the rotation matrix

Rφ =

[
cosφ − sinφ
sinφ cosφ

]
, (10)

and Cl is given by equations (2)-(4). It is straightforward to
show that equation (1) is derived by equation (9) for φ = 0.

5. THE PROPOSED TRACKING FRAMEWORK

The proposed method performs object tracking in a video
by employing the modified locally adaptive regression kernel
descriptors first introduced in [6] for object representation.
The algorithm computes the similarity of candidate objects
(patches) in a search region T ∈ ℜMx×My of the target frame
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with the object instance in the first frame (initial query im-
age I ∈ ℜNx×Ny ) and the object instance in a previous frame
(query image Q ∈ ℜNx×Ny ), where significant change in the
object appearance was last observed. The size of the candi-
date objects is equal to the size of the query object and the ini-
tial query object. The proposed algorithm starts by initializa-
tion of the position of the object at the initial video frame. The
object initialization can be achieved in two ways: automati-
cally, by using an object detection algorithm, or manually, by
inserting the object coordinates in the initial frame. Then, the
algorithm executes the following three iterative steps. In the
first step, the 1st order Kalman filter is applied for predicting
the new object position, the new search region is determined
and the candidate objects are initialized. In the second step,
the local steering kernel descriptors of the initial query im-
age, the query image, and the candidate objects are extracted.
Finally, the similarities of the candidate objects to the initial
query image and the query image are calculated and exploited
in order to determine the new position of the object.

5.1. Candidate objects selection

In this step, the object position is predicted through the 1st

order Kalman filter. Given that xt = [px, py, dx, dy]
T is the

state of the object at frame t, the position x̂t+1 of the object
at frame t + 1 is estimated from the motion state estimation
model xt+1 = Axt + nt according to the equations:

x̂t+1 = Ax̂t, (11)
P̂t+1 = AP̂tA

T +Qs, (12)

and the measurement model zt+1 = Hxt+1+vt+1 is adjusted
according to the equations:

Kt+1 = P̂tH
T (HP̂tH

T +Qm)−1 (13)
x̂t+1 = x̂t +Kt+1(zt+1 −Hx̂t+1) (14)
Pt+1 = (I−Kt+1H)Pt+1, (15)

where A is the transition matrix of the system, nt is the pro-
cess noise with covariance matrix Qs, P̂t is the error covari-
ance matrix, zt = [px, py]

T is the system measurement, H
is the measurement matrix, vt is the measurement noise with
covariance matrix Qm, and Kt is the Kalman gain.

The search region in frame t is then defined around x̂t+1

with size Mx × My = fNx × fNy, where f is a factor
which determines the search region size. The value of f de-
pends on the maximum velocity of the object and it should
be large enough to keep track on the object in the selected
search region. Finally, a candidate objects Yt+1 are selected
randomly, according to:

Yt+1 =
{
y1
t+1, . . . ,y

a
t+1

}
∼ N(x̂t+1, σ), (16)

σ = diag[Mx/4,My/4]. In out experiments we set a = 150.

5.2. Salient features extraction

The salient feature of the initial query image, the query image,
and the search region are extracted from equation (9) for φ
equal to 0 and 45 degrees. For an image pixel p, equation
(9) is computed for each neighboring pixel pl, l = 1, . . . , P 2,
meaning that for each image pixel we export two LSK feature
vectors K0(p),K45(p) ∈ ℜP 2×1. The final feature vector is
extracted by concatenating the two feature vectors:

K(p) = [K0(p)
TK45(p)

T ]T ∈ ℜ2P 2×1. (17)

The resulting LSK feature vector becomes invariant to bright-
ness and contrast changes by using L-1 normalization:

N(p) =
K(p)∑2P 2

l=1 |K(pl − p)|
∈ ℜ2P 2×1. (18)

Finally, the LSK feature vectors of the n = NxNy pixels of
the query image, the initial query image and the candidate
objects are ordered column-wise to form the LSK feature ma-
trices NQ ∈ ℜ2P 2×n, NI ∈ ℜ2P 2×n and Nyi ∈ ℜ2P 2×n,
i = 1, . . . , a, respectively.

5.3. Similarity measure and decision extraction

After extracting the LSK feature matrices NQ, NI , Nyi ∈
ℜ2P 2×n, i = 1, . . . , a, we measure the similarity of the can-
didate objects to the query image and the initial query image.
At first, we proceed to dimensionality reduction of the initial
query image by PCA, producing the matrix FI = AINI ∈
ℜd×n, where AI ∈ ℜd×2P 2

is the projection matrix. In our
experiments we set d = 3. The LSK feature matrices NQ,
Nyi , i = 1, . . . , a of the query image and the candidate ob-
jects are then projected to the space created by the projection
matrix as follows:

FQ = AINQ ∈ ℜd×n, Fyi = AINyi ∈ ℜd×n. (19)

Then, the similarity of the candidate objects to the query im-
age and the initial query image is estimated by the cosine sim-
ilarity:

sQi = s(FQ,Fyi), sIi = s(FI ,Fyi), i = 1, . . . , a, (20)

where

s(F1,F2) =

n,d∑
l=1,j=1

F1(l, j)F2(l, j)√∑n,d
l=1,j=1 |F1(l, j)|2

∑n,d
l=1,j=1 |F2(l, j)|2

,

(21)
and F1(l, j), F2(l, j) denote the (l, j) elements of matrices
F1 and F2 respectively. The final decision for the new object
position in frame t+ 1 is taken by:

pt+1 = argmaxyi {sQi, sIi} . (22)
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If the maximum similarity of the detected object at frame t+1
is smaller that the 80% of the maximum similarity at frame t,
then a significant change in the object appearance is detected,
and the detected object at frame t + 1 is considered the new
query image Q.

6. EXPERIMENTAL RESULTS

The performance of the proposed tracking algorithm was
tested on videos depicting eating and drinking activities from
the MOBISERV/AIIA eating and drinking activity recogni-
tion database [9]. The database consists of videos depicting
12 subjects, 6 male and 6 female, during 4 meal sessions,
recorded in 4 different days. In each session, the subject eats
and drinks in all possible ways: he eats with a spoon, or a
fork, or knife and fork, or with one hand, or with both hands;
he drinks from a cup, or a glass, or a glass with a straw. The
ultimate goal is to recognize the motion patterns which take
part in eating and drinking activities, so that later they will be
exploited in a nutrition support system. More precisely, eat-
ing activity can be identified by the up and down movement
of the hands during bites and/or their relevant distance from
the person’s face. In the same notion, drinking activity can be
characterized by the trajectory of the auxiliary utensil which
takes part in the activity (i.e. the glass) and/or the relevant dis-
tance between the glass and the head. Moreover, the motion
patterns of the head during eating and drinking can also be
examined through profile-face tracking or, equivalently, ear
tracking. Therefore the algorithm performance was tested on
tracking the glass and the face during drinking activity, and
the hand, the face and the ear during a meal. The glass-face
tracking experiment was performed in a video captured by
the frontal camera, where the view of the objects of interest is
optimal. The hand-face tracking experiment was performed
in a video captured by the upper-frontal camera, where there
is no hand occlusion. Finally, the ear tracking experiment
was performed in the video captured by the profile camera,
which best captures the vertical head movement.

Experimental results are shown in Figure 1. The proposed
algorithm is compared to the state-of-the-art appearance-
based tracking method [10] (called FT tracker) which is based
on integral histograms. The tracking results of the proposed
algorithm and the FT tracker are depicted with green (first
row) and yellow (second row) bounding boxes, respectively.
In Figure 1a) we notice that the proposed framework tracks
successfully the transparent rigid object (the glass) and the
tracking performance is more stable than the one of the FT
tracker. In the case of face tracking, the performance of both
methods is equivalent. Figure 1b) shows that, the proposed
method tracks successfully the hand during the meal, despite
the changes in the hand appearance. On the other hand,
the FT tracker looses track of the hand during the drink-up
activity. The face tracking in the upper-frontal camera is
successful in both methods, however the proposed algorithm

performance is more stable. Finally, in Figure 1c) we notice
that, the proposed tracker is able to track rigid objects with
color similar to the background, in contrast to the FT tracker,
which is based on color information and, therefore, looses
track of the human ear.

7. CONCLUSION

In this paper we presented a novel appearance-based method
for visual object tracking which employs local steering ker-
nels estimated from a bank of Gabor filters for image repre-
sentation. Experimental results showed the effectiveness of
the proposed tracking scheme in tracking successfully any
rigid object under pose variations and small changes in scale
and 2-d angle and its superiority against a state-of-the-art
method. The objective of the proposed tracking scheme is to
be used in an automatic nutrition assistance framework.
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frame 0 frame 38 frame 43 frame 50 frame 81
(a)

frame 0 frame 75 frame 213 frame 265
(b)

frame 0 frame 60 frame 121 frame 229
(c)

Fig. 1. Tracking results in videos depicting eating and drinking activities

1929


