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ABSTRACT 

In this paper, 1-D Local binary patterns (LBP) are proposed 

to be used in speech signal segmentation and voice 

activation detection (VAD)and combined with hidden 

Markov model (HMM) for advanced speech recognition. 

Speech is firstly de-noised by Adaptive Empirical Model 

Decomposition (AEMD), and then processed using LBP 

based VAD. The short-time energy of the speech activity 

detected from the VAD is finally smoothed and used as the 

input of the HMM recognition process. The enhanced 

performance of the proposed system for speech recognition 

is compared with other VAD techniques at different SNRs 

ranging from 15 dB to a robust noisy condition at -5 dB. 
 

Index Terms –Speech Enhancement using Adaptive 

Empirical Model Decomposition (AEMD), Local Binary 

Patterns, Voice Activity Detection, Noise Reduction, Hidden 

Markov Model 

1. INTRODUCTION 

Automatic speech recognition (ASR)involves the automatic 

processing of speech-to-text which converts human voice 

signals into written words. It has a variety of applications, 

such as speech-to-speech translation, speech command and 

control, dialog system, etc.  

Fig. 1 Noisy speech recognition system 

(a) is the training process,(b) is the recognition process 
 

Hidden Markov Model (HMM) based ASR systems have 

provided high performance with good quality speech input. 

However, ASR is commonly performed in noisy 

environments, where a noise reference signal is available. In 

Fig. 1 (b), such an ASR system is depicted where 𝑑1[𝑛] is a 

measure of the noise reference. The proposed system 

illustrated in Fig. 1 shows the voice activity detection (VAD) 

and noise reduction stages. In Fig. 1,𝑠[𝑛] is the original 

speech and 𝑑0[𝑛]  is the contaminating noise. The 

composition of these two signals is used to simulate the 

speech in robust noise background.𝑑1[𝑛]is the reference 

noise for AEMD process, which could be recorded by an 

additional microphone or estimated by noise estimation 

programs. 

Noise reduction techniques in ASR systems are used to 

provide the inputs for recognition process. The main 

algorithms used include spectral subtraction, 

cross-correlation, microphone array beam-former and 

adaptive noise cancellation (ANC). ANC algorithms provide 

high performance in enclosed spaces speech recognition, 

such as in cars [22], flights, enclosed rooms, etc. Recently, 

Empirical Mode Decomposition (EMD) [2] has been applied 

in speech enhancement such as [3] [4] and [1] [5] [6]. EMD 

decomposes the signal into data-adaptive functions known 

as: Intrinsic Mode Functions (IMFs) which can be used to 

perform the adaptive noise cancellation. Speech 

enhancement using adaptive EMD (AEMD) [7] was 

proposed as an improvement to basic ANC. AEMD refines 

the IMFs by using an adaptive filter and the reference noise 

𝑑1 n . The enhanced IMFs are then used to reconstruct the 

speech signal which will be the input of the VAD in the 

system. 

The purpose of the VAD is to find the start-points and 

end-points of a voiced speech segment so that it is 

distinguished from noise, unvoiced or mute segments. An 

effective VAD of speech recognition systems can improve 

the ASR performance. The traditional VAD algorithms are 

based on the short-time energy levels, short-time average 

zero-crossing rate (ZCR) which was firstly proposed by 

Junqua in 1991 [8]. Chatlani et al first proposed local binary 

patterns (LBP) for 1-D signal processing which was shown 

to provide improved VAD performance [10].The 

performance of this VAD algorithm was compared to the 
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ITU-T standard G. 729 Annex B [9] with favourable results. 

In this paper EMD and 1-D LBP are combined with a HMM 

to form a new speech recognition system. 

The remainder of the paper is organised as follows. 

Section 2 describes the main algorithms used in the 

proposed speech recognition system. Section 3 provides 

simulation results. Conclusions are provided in Section 4. 

2. ALGORITHMS 

2.1 Noise Reduction (AEMD) 

The AEMD for signal enhancement is illustrated in Fig. 2. 

The noisy speech contains the original speech 𝑠[𝑛] and the 

contaminating noise 𝑑0[𝑛] . 𝑑1[𝑛] is the reference noise. 

The noisy speech signal is first decomposed into 

IMFs: 𝐼1 𝑛 , 𝐼2 𝑛 , …𝐼𝑗  𝑛 … , 𝐼𝑁 𝑛 , where 𝐼𝑗  𝑛  is the j
th

 

IMF. These IMFs are mixtures of speech 𝑠𝑗  𝑛  and noise 

𝑑0,𝑗  𝑛 . The resulting IMFs are adaptively filtered using the 

reference noise. The enhanced speech signal is reconstructed 

by using the outputs 𝑦𝑗  𝑛  from the adaptive filter, where 

𝑤𝑗  is the filter coefficient. 

It is assumed in Fig. 2 that the contaminating noise is 

correlated to the reference and the original signal is 

uncorrelated with these noises. Therefore, the j
th

 IMF of the 

noisy signal can be described below by: 
 

𝐼𝑗  𝑛 = 𝑠𝑗  𝑛 + 𝑑0,𝑗  𝑛 .                     (1) 
 

The error signal 𝑒𝑗  𝑛  is given by: 
 

𝑒𝑗  𝑛 = 𝐼𝑗  𝑛 − 𝑦𝑗  𝑛 .                     (2) 
 

The error signal 𝑒𝑗  𝑛  is given by: 
 

𝑒𝑗  𝑛 = 𝐼𝑗  𝑛 − 𝑦𝑗  𝑛 .                 (2) 
 

The mean square error (MSE) is evaluated as: 
 

𝐸[𝑒2
𝑗
[𝑛]] = 𝐸[(𝐼𝑗  𝑛 − 𝑦𝑗  𝑛 )

2]. (3) 

𝐸[𝑒2
𝑗
[𝑛]] = 𝐸[𝑠2

𝑗
[𝑛]] + 𝐸[(𝑑0,𝑗  𝑛 − 𝑦𝑗  𝑛 )

2] 

+2𝐸 𝑠𝑗  𝑛  𝑑0,𝑗  𝑛 − 𝑦𝑗  𝑛   .  (4) 
 

To minimize the MSE signal, the adaptive filter 

updates 𝑤𝑗 . As 𝑑0,𝑗 [𝑛]  is uncorrelated with 𝑠𝑗  𝑛 , the 

minimum MSE can be presented by: 
 

𝐸𝑚𝑖𝑛 [𝑒2
𝑗
[𝑛]] = 𝐸[𝑠2

𝑗
[𝑛]] + 𝐸[(𝑑0,𝑗  𝑛 − 𝑦𝑗  𝑛 )

2].    (5) 
 

During this process, the noise is adaptively filtered to 

feed into the system, to perform an uncorrelated error signal. 

Hence, the enhanced signal 𝑠 [𝑛] which is reconstructed by 

the enhanced IMF 𝐼𝑗  𝑛  is shown is Equation (6): 
 

𝑠  𝑛 =  𝐼𝑗  𝑛 

𝑁

𝑗=1

.                                 6  

 

This reconstructed signal will then be used as the input 

of the VAD in the system. 

 

 
Fig. 2. AEMD model 

2.2 Voice Activity Detection (1-D LBP) 

The aim of voice activity detection is to make judgments 

between unvoiced sound and voice based on the different 

characteristics [11]. As the characteristics of unvoiced sound 

and noise are very similar, the noise is usually treated as 

unvoiced sound in speech recognition. Therefore, the 

unvoiced/voiced sound detection algorithm used commonly 

in normal environment. A generalized VAD procedure is 

summarized in Fig.3 [12]. Features of the input speech 

signal are calculated and intermediate decisions are made 

following the VAD rules that are described below. 
 

 
Fig. 3 VAD procedure 

 

LBP have been widely used in 2-D image processing 

[13][14]which demonstrate it as a simple, discriminative 

descriptor of texture in [15]. Chatlani et al [10][21]proposed 

1-D LBP with application to VAD. 

The 1-D LBP obtains the neighbour data samples form a 

signal 𝑥[𝑖]. After thresholding the centre samples against 

the neighbouring samples, an LBP code will be allocated to 

each of them. The 1-D LBP operating of a sample value 

𝑥[𝑖] can be defined as: 
 

𝐿𝐵𝑃𝑃 𝑥 𝑖  =   𝑠  𝑥  𝑖 + 𝑟 −
𝑃

2
 − 𝑥 𝑖  2𝑟 +

𝑃

2
−1

𝑟=0

𝑠  𝑥 𝑖 + 𝑟 + 1 − 𝑥 𝑖 2𝑟+
𝑃

2  .         (7) 
 

where the Sign function is: 
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𝑆 𝑥 =  
1,     for x ≥ 0
0,    for x < 0

.                     (8) 

 
Fig. 4 Computation of 1-D local binary pattern for P=16 

(LBP16) 
 

the signal 𝑥[𝑖] of length N for 𝑖 = [
𝑃

2
: 𝑁 −

𝑃

2
] is used to 

form the P neighbour samples from the centre sample. The 

Sign function performs a P-bit binary code for the 

differences. 

Fig. 4 illustrates a P=16 1-D LBP operator with the 

circled centre sample C is given. From (7), a binary code of 

11110101_00000000 is produced by the 16 neighbouring 

samples after thresholding against the centre sample C. The 

LBP code of 175 is formed by summing the binary code 

multiplying by the binomial weights. The LBP code can 

describe the data using the differences between a sample and 

its neighbours locally [10]. The distribution of the LBP 

codes also can be used to describe the local patterns of 𝑥[𝑖]: 
 

𝐻𝑘 =  𝛿 𝐿𝐵𝑃𝑃 𝑥[𝑖] , 𝑘 
𝑃

2
≤𝑖≤𝑁−

𝑃

2

.                   (9) 

 

where k=1...n and n is the number of histogram bins and 

each bin corresponds to an LBP code. 𝛿(𝑖, 𝑗) is the 

Kronecker delta function. 

As described in [10], for a constant or slowly varying 

signal, the differences between a sample and its neighbours 

cluster near zero. At peaks and troughs, especially at edges 

these differences will be larger. This provides a possibility 

for using LBP to detect the voiced and unvoiced signal. 

The performance of the LBP based VAD has been 

compared to the G.729B VAD standard [10]. However, to 

make this VAD less complex with less noisy input, a 

short-time energy and short-time zero crossing rate (ZCR) 

based algorithm is applied to the VAD smoothing before the 

decision is made. This VAD algorithm is applied to the 

HMM based speech recognition system. 

2.3 Speech Feature Extraction  

Unlike Linear prediction coefficient (LPC), Mel frequency 

cepstral coefficient (MFCC) does not suffer from variations 

in the amplitude of the speech signal due to noise [3]. 

MFCC generates the training vectors by transforming the 

signal into frequency domain and is less prone to noise. 

MFCC is preferred as the feature method in this paper over 

the LPC in capturing the significant acoustic information 

[16]. 

2.4 Speech Recognition Algorithm (HMM) 

Since its introduction in the 1980s, Hidden Markov Model 

(HMM) has become the dominant statistical modelling tool 

used for ASR. Rabiner et al [17] provides a description of 

HMM based speech processing while other researchers 

improved the technology to achieve the higher performance 

[18][19]. Researchers [20] developed the Hidden Markov 

Model Toolkit (HTK), which is widely applied is ASR. 

As proposed by Rabiner et al [17], a HMM is 

characterized by the following: 

 The number of states in the model N. And the states 

can be denoted as 𝑆 =  𝑠1 , 𝑠2 , …𝑠𝑁 , the state at time t is qt . 

 The number of observation symbols per state M. The 

observation symbol can be presented as 𝑉 =  𝑉, 𝑉2 , …𝑉𝑀 . 

 The state transition probability 𝐴 =  𝑎𝑖𝑗  ,  where 
 

𝑎𝑖𝑗 = 𝑃 𝑞𝑡+1 = 𝑠𝑗 |𝑞𝑡 = 𝑠𝑖 ;  1 ≤ 𝑖, 1 ≤ 𝑗.        (10) 
 

 The observation probability in stated j, 𝐵 =  𝑏𝑗 (𝑘) , 

where 
 

𝑏𝑗  𝑘 = 𝑃 𝑂𝑡 = 𝑉𝑘 |𝑞𝑡 = 𝑠𝑖 ;   1 ≤ 𝑗 ≤ 𝑁, 1 ≤ 𝑘 ≤ 𝑀.  (11) 
 

 The initial state probability 𝜋 =  𝜋𝑖 ,  where 
 

𝜋𝑖 = 𝑃 𝑞1 = 𝑠𝑖 ;     𝑖 ≤ 𝑗 ≤ 𝑁.                 (12) 
 

There are three main parts of an HMM that involves 

evaluation, decoding and learning [17]. Assume a HMM 

𝜆 =  𝜋, 𝐴, 𝐵  and an observed sequence 

𝑂 =  𝑂1 , 𝑂2 , …𝑂𝑇  has been given. „Evaluation‟ means to 

calculate the probability of this observed sequence from the 

model; „decoding‟ means to computer the maximum 

likelihood (ML) and the maximum likely state from the 

model; „learning‟ means to adjust the probability matrix „A‟ 

and „B‟ so as to best describe how a given observation 

sequence comes about. 

HMM in speech recognition is possible given the 

solution to these three problems. Learning and decoding can 

be used to estimate the suitable HMM for the given training 

data, evaluation can be applied to recognize the test data 

from the HMM. HMM based system uses the saved HMMs 

as the reference library, input the test speech and calculate 

the probabilities of the test speech from each of the HMMs, 

choose the maximum one as the recognized speech. 

Left-to-right HMM, which means the states could only 

be transmitted from the previous states, had been verified to 

be the most suitable HMM for speech recognition. It is 

selected to build up HMM reference temple which is shown 
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in Fig. 1 (a) and used as the recognition method which is 

shown in Fig. 1 (b). 

3. EXPERIMENTAL RESULTS AND DISSCUSSION 

The numbers from 0 to 9 were spoken and recorded a total 

of 10 times by 5 males with the sampling frequency fs=16 

kHz for HMM training. Additionally 5 records from 0 to 9 

by the same 5 people were used to test the isolated word 

recognition performance. 12 recorded sentences which 

contain 7 different words are used to test the continuous 

speech recognition performance. All these speech signals are 

used to perform new noisy speech by adding babble noise at 

different signal noise rates (SNR). A sampling frequency of 

16 kHz babble noise from the Noisex-92 database is used as 

the reference noise. 

A high-pass FIR filter of order 40 and a normalised 

lower cut-off frequency of 0.05 is designed to filter the 

reference noise 𝑑1[𝑛]  in order to generate the 

contaminating noise 𝑑0[𝑛].  A 41 tap FIR adaptive filter 

with a standard NLMS learning algorithm was used as the 

adaptive filter in AEMD. The length of the segments for 

AEMD is W=10ms, which is the same as the length for 

VADs segment (LBP, G.729, short-time energy and zero 

crossing rates). 

The blocking feature for MFCC is N=256 and M=128, 

which means the signal is blocked into frames of 256 

samples with the adjacent frames being separated by 128. 

The HMM is initialized with the state number N=6.The 

initial state probability 𝜋𝑖 = [1 0 0 0 0 0] , the initial 

transition probability A is: 
 

𝐴 =
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Fig. 5 shows the VAD result of a continuous speech 

signal with the SNR at 0 dB. The signal is first input to the 

AEMD to reduce the noise. The reconstructed signal is then 

processed by LBP. LBP makes the VAD decision after 

smoothing, the solid lines denote the start-point of the 

voiced segments and the dotted lines denote the end-point of 

the voiced segments. As Fig. 5 shows, LBP based VAD 

picks out the speech segments successfully. 

The LBP based VAD for speech recognition results will 

be compared with short-time energy and short-time zero 

crossing rates (refer to VAD1), G.729B (refer to G.729) at 

different SNRs from 15 dB to a robust noisy condition at -5 

dB. 

The comparison results are shown in Table I and Table II. 

Table I provides the isolated word recognition results which 

contains the noisy speech and noiseless speech recognition. 

It can be observed in Table I that LBP has the highest 

performance in HMM based noisy speech recognition and it 

also provides a high performance for noiseless speech at the 

recognition rate of 98%.It should be noticed that LBP still 

provides the best recognition rate in low SNR, the 

recognition rate is 94% at -5 dB. 

 

 
Fig. 5 The LBP VAD results 

(a) the input noisy speech signal, (b) the reconstructed signal 

performed by AEMD, (c) the VAD decision after LBP 

process 
 

TABLE I  

Isolated word recognition rate 

 

SNR(dB) 

 

-5 

 

0 

 

5 

 

10 

 

15 

No 

nois

e 

AEMD+LBP 94

% 

96

% 

98

% 

98

% 

98

% 

98% 

AEMD+VAD

1 

84

% 

90

% 

92

% 

94

% 

96

% 

98% 

AEMD+G.72

9 

90

% 

92

% 

96

% 

96

% 

98

% 

98% 

 

TABLE II  

Continuous speech recognition rate 

 

SNR(dB) 

 

-5 

 

0 

 

5 

 

10 

 

15 

No 

nois

e 

AEMD+L

BP 

92.8

% 

94.0

% 

94.0

% 

95.2

% 

96.4

% 

96.4

% 

AEMD+V

AD1 

76.2

% 

79.8

% 

82.1

% 

85.7

% 

89.2

% 

94.0

% 

AEMD+G.

729 

79.8

% 

83.3

% 

86.9

% 

91.7

% 

92.8

% 

97.6

% 
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The continuous speech recognition results are shown in 

Table II. From this table it is seem that, LBP provides the 

highest performance for noisy speech input and the 

recognition rate at –5 dB is 92.8%. LBP still provides a good 

recognition rate of 96.4% with the noiseless input. 

4. CONCLUSION 

This paper proposed a new speech recognition system that 

combines AEMD, 1-D LBP and HMM. The output 

de-noised signals from AEMD is used as the input of the 

1-D LBP based VAD. The detected voiced segments are 

recognized by HMM. 

The experimental results show that 1-D LBP can 

distinguish the voiced and unvoiced components of speech 

signals [10]. The LBP is shown to be superior to the G.729 

VAD and short-time energy VAD by comparison results in 

HMM based noisy speech recognition. It performs higher 

recognition rates for robust noisy speech input. 

However, the experiments are based on a known noise 

reference. To make the algorithm more efficient, an 

independent noise estimation program should be incorporate. 

This will be the focus in the future work. 
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