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ABSTRACT

We introduce an unsupervised language model (LM) adap-
tation approach using latent Dirichlet allocation (LDA) and
latent semantic marginals (LSM). LSM is a unigram proba-
bility distribution over words and is estimated using the LDA
model. A hard-clustering method is used to form topics.
Each document is assigned to a topic based on the maximum
number of words chosen from the topic for that document in
LDA analysis. An LDA-adapted model is created using the
weighted combination of topic models. The LDA-adapted
model is modified by using the LSM as dynamic marginals,
and a new adapted model is formed by using the minimum
discriminant information (MDI) approach, which minimizes
the distance between the new adapted model and the LDA-
adapted model. We apply LM adaptation approaches for
original and automatic (recognition results after first-pass
decoding) transcriptions test data and have seen significant
perplexity and word error rate (WER) reductions over a tra-
ditional approach.

Index Terms— Latent Dirichlet allocation, unsupervised
LM adaptation, latent semantic marginals, speech recognition

1. INTRODUCTION

Speech recognition performance is reduced when the styles,
domain or topics of the recognition tasks are different from
the training set. The language model adaptation helps to ex-
ploit specific, albeit limited, knowledge about the recognition
task to compensate for this mismatch [1].

Statistical n-gram models suffer from the lack of long-
range information, which limits performance. So, it is impor-
tant to handle long-range information. Various methods have
been studied to extract the latent semantic information from a
training corpus such as Latent Semantic Analysis (LSA) [2],
Probabilistic Latent Semantic Analysis (PLSA) [3], and
LDA [4]. In LSA, semantic information can be obtained
from a word-document co-occurrence matrix. In PLSA and
LDA, a set of probabilistic topics is introduced to show the
semantic properties of words and documents. Here, a doc-
ument is made out of a mixture of topics and a topic is a
unigram probability distribution over words. The unigram
topic models obtained by LDA are adapted to form LSM,

which are used to modify a background model to form an
adapted model with a constraint that the marginalized uni-
gram probability distribution of the adapted model is equal to
the LSM [5]. Here, we compare with the approach in [5] for
the LDA-adapted topic model using the above marginals.

In this paper, we modified an LDA-adapted topic n-gram
model [6] by using LSM as dynamic marginals, and find a
final adapted model by using the minimum discriminant in-
formation (MDI), which uses KL divergence as the distance
measure between probability distributions [7]. We employed
LDA on the background corpus. A hard-clustering approach
is used to form topic clusters. The weights of topic models
are computed using the n-gram count of the topics generated
by a hard-clustering method to form the LDA-adapted topic
n-gram model [6]. A new adapted model is formed by min-
imizing the KL divergence between the new adapted model
and the LDA-adapted topic n-gram model, subject to a con-
straint that the marginalized unigram distribution of the new
adapted model is equal to the unigram distribution estimated
by using the LDA model: this is called LSM [5]. Our ap-
proach is compared with a traditional approach used in the
literature where an adapted model is formed by minimizing
the KL divergence between the adapted model and the back-
ground model using the above constraint. The complete idea
is illustrated in Figure 1. We used the adapted LM in the
second pass of decoding. We applied the LM-adaptation ap-
proaches using both original and automatic test transcriptions
data, and have seen that our approach gives significant reduc-
tions in perplexity and word error rate over the conventional
approach [5].

The rest of this paper is organized as follows. In section 2,
related works on language model adaptation using LDA and
MDI are reviewed. Section 3 is used for reviewing the LDA
model, topic clustering method and latent semantic marginals.
LM adaptation methodology is described in section 4. In sec-
tion 5, experiments and results are explained. Finally the con-
clusion is described in section 6.

2. RELATED WORK

Many methods have been studied to compensate for the lim-
itations of n-gram models that capture only the local depen-
dencies between words. An earlier approach is a cache-based
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Fig. 1. LM adaptation using latent semantic marginals and
MDI

language model that considers the idea that a word could oc-
cur again if it appeared earlier in a document. This helps to
increase the probability of previously seen words in a docu-
ment when predicting a future word [8]. The same idea was
used in the trigger-based LM adaptation, which uses a maxi-
mum entropy approach [9] to raise the probability of unseen
but topically related words.

Recently, latent topic analysis has been used broadly for
language modeling. A hard-clustering approach is used to
form topic clusters where a document is assigned by a sin-
gle topic and used in LM adaptation [10]. However, LDA is
one of the most popular probabilistic topic models and has
been effectively used in recent research work in LM adapta-
tion. The unigram topic models extracted by LDA are com-
bined with a tri-gram baseline model, which achieved sig-
nificant perplexity and WER reduction [11]. The topic clus-
ters are formed by applying a hard-clustering approach on the
document-topic matrix in LDA analysis. Perplexity reduction
was shown by combining tri-gram topic LM’s with the base-
line tri-gram LM [12]. The unigram and n-gram counts of the
topic generated by hard clustering are used to compute the
mixture weights of the topic models and have shown signifi-
cant improvement in perplexity and WER reductions [13, 6].

Various methods have been discussed previously for LM
adaptation using MDI. The idea is to form an adapted model
by modifying a background model with the minimization of
the KL divergence between the background model and the
adapted model. A constraint is induced that the marginalized
unigram probability distribution of the adapted model is equal
to an unigram distribution, which is estimated from some in-
domain text data. The latter unigram distribution is called
dynamic marginals [7, 14]. Here, an additional constraint

is imposed to minimize the computational cost in comput-
ing the normalization term. The additional constraint is that
the sum of the observed n-gram probabilities of the adapted
model is equal to the sum of the observed n-gram probabili-
ties of the background model. An LDA-adapted unigram dis-
tribution is used as the dynamic marginals instead of using
a locally estimated unigram distribution [5]. Here, we mod-
ified the LDA-adapted topic trigram model using the latent
semantic marginals described in [5], used the same additional
constraint to minimize the computational cost, and have seen
better performance over the other approach.

3. LDA, TOPIC CLUSTERING, AND LATENT
SEMANTIC MARGINALS

3.1. Latent dirichlet allocation

LDA is a three-level hierarchical Bayesian model [4], where
each item of a collection of discrete data is modeled as a finite
mixture over an underlying set of topics. Then, each topic is
modeled as an infinite mixture over an underlying set of topic
probabilities. The model can be described as follows:

• Each document d = w1, . . . , wn is generated as a mix-
ture of unigram models, where the topic mixture weight
θ is drawn from a prior Dirichlet distribution:

f(θ;α) ∝
∏K
k=1 θ

αk−1
k

• For each word in document d:

– Choose a topic k from the multinomial distribu-
tion θ(d).

– Choose a word w from the multinomial distribu-
tion φ(w|k, β),

where α = {α1, . . . , αK} is used as the representation count
for the K latent topics, θ indicates the relative importance
of topics for a document and φ(w|k, β) represents the word
probabilities conditioned on the topic k with a Dirichlet prior
β and indicates the relative importance of particular words in
a topic.

3.2. Topic clustering

We have used the MATLAB topic modeling toolbox [15]
to get the word-topic matrix, WP , and the document-topic
matrix, DP , using LDA. Here, the words correspond to the
words used in LDA analysis. In the WP matrix, an entry
WP (j, k) represents the number of occurrences of word wj
in topic zk over the training set. In the DP matrix, an entry
DP (i, k) contains the total occurrences of words in document
di that are from a topic zk(k = 1, 2, . . . ,K).

Topic clusters are formed by assigning a topic z∗i to a doc-
ument di as:

z∗i = argmax
1<k<K

DP (i, k) (1)
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i.e., a document is assigned to a topic from which it takes the
maximum number of words. As a result, all the documents of
the training corpus are assigned to K topics. Then K topic
n-gram LM’s are trained.

3.3. Latent semantic marginals

To compute the latent semantic marginals, we used the tech-
nique described in [5]. We first treat the test data (original
or automatic transcription) as a single document. Then, we
applied a Gibbs sampler for a new document to estimate the
Dirichlet posterior over the topic mixture weights [15]. The
LDA-adapted marginal is then computed as follows [5]:

plda(w) =

K∑
k=1

φ(w|k, β). γk∑K
k=1 γk

, (2)

where γk is the weight of topic k for the test document ob-
tained after LDA inference. φ(w|k, β) is the word probability
for topic k obtained after applying LDA over the training set
and is computed as [15]:

φ(w|k, β) = WP (w,k)+β
WP (.,k)+Wβ ,

where WP (., k) is the total count of words in topic k and W
is the total number of words. WP (w, k) and β are defined as
above.

4. LM ADAPTATION APPROACH

4.1. LDA-adapted topic mixture model generation

In the LDA model, a document can be generated by a mixture
of topics. So, for a test document d = w1, . . . , wn, we can
create a dynamically adapted topic model by using a mixture
of LMs from different topics as:

pLDA(w|h) =
K∑
i=1

λipzi(w|h) (3)

where pzi(w|h) is the ith topic model and λi is the ith mixture
weight. To find topic mixture weight λi, the n-gram count of
the topics, generated by Equation 1, is used [6]. Therefore,

λk =

n∑
j=1

p(zk|wj−n, . . . , wj−1)p(wj−n, . . . , wj−1|d) (4)

with

p(zk|wj−n, . . . , wj−1) = TF (wj−n,...,wj−1,k)∑K
p=1 TF (wj−n,...,wj−1,p)

p(wj−n, . . . , wj−1|d) = freq(wj−n,...,wj−1)
Total counts of all n-grams

where TF (wj−n, . . . , wj−1, p) represents the number of
times the n-gram (wj−n, . . . , wj−1) is seen in topic p, which
is created by Equation 1. freq(wj−n, . . . , wj−1) is the fre-
quency of the n-gram (wj−n, . . . , wj−1) in document d.

4.2. Adaptation using latent semantic marginals

The goal of the LM adaptation using dynamic marginals [7] is
to form an adapted model by minimizing the KL-divergence
between the adapted model and the background model sub-
ject to the marginalization constraint for each word w in the
vocabulary [5]:∑

h

pA(h).pA(w|h) = plda(w). (5)

The constraint optimization problem has close connection to
the maximum entropy approach [9], which provides that the
adapted model is a rescaled version of the background model:

pA(w|h) = α(w)
Z(h) .pB/LDA(w|h)

with
Z(h) =

∑
w

α(w).pB/LDA(w|h) (6)

where Z(h) is a normalization term, which guarantees that
the total probability sums to unity, pB/LDA(w|h) is the back-
ground or LDA-adapted topic model, and α(w) is a scaling
factor that is usually approximated as:

α(w) ≈ ( pA(w)
pB/LDA(w) )

δ

where δ is a tuning factor between 0 and 1. In our experiments
we used the value of δ as 0.5 [5]. We used the same proce-
dure as [7] to compute the normalization term. To do this, an
additional constraint is employed where the total probability
of the observed transitions is unchanged:∑
w:observed(h,w)

pA(w|h) =
∑

w:observed(h,w)

pB/LDA(w|h).

The background and the LDA-adapted topic models have
standard back-off structure and the above constraint, so the
adapted LM has the following recursive formula:

pA(w|h) =

{
α(w)
Zo(h)

.pB/LDA(w|h) if (h,w) exists

b(h).pA(w|ĥ) otherwise

where

Zo(h) =
∑

w:observed(h,w) α(w).pB/LDA(w|h)∑
w:observed(h,w) pB/LDA(w|h)

and

b(h) =
1−

∑
w:observed(h,w) pB/LDA(w|h)

1−
∑

w:observed(h,w) pA(w|ĥ)

where b(h) is the back-off weight of the context h to ensure
that pA(w|h) sums to unity. ĥ is the reduced word history
of h. The term Zo(h) is used to do normalization similar to
Equation 6 except the summation is considered only on the
observed alternative words with the equal word history h in
the LM [5].
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5. EXPERIMENTS AND RESULTS

5.1. Data and experimental setup

LM adaptation approaches are evaluated using the Wall Street
Journal (WSJ1) corpus [16] transcription text data. We used
all the training transcription text data (1,317,793 words) for
training and development (7235 words) and the evaluation
(6708 words) test set 1 for testing. Here, those sentences of
the test set are kept where all the words of the sentences are in
the dictionary. Since the transcripts used to train the LMs do
not have any topic annotation, for the purpose of topic analy-
sis, we split the training transcription text data into 300 sen-
tences for each document and in total 261 documents are cre-
ated. The total number of unique word tokens used for LDA
analysis and LM generation is 20484.

We used the SRILM toolkit [17] and HTK toolkit [18] for
our experiments. We trained LMs using the SRILM toolkit.
The mixture weights are tuned on the development test set.
We used perplexity and WER to measure the performance
of the experiments. We used the baseline acoustic model
from [19], where the model is trained by using all WSJ and
TIMIT [20] training data, the 40 phones set of the CMU dic-
tionary [21], approximately 10000 tied-states, 32 gaussians
per state and 64 gaussians per silence state. The acoustic
waveforms are parameterized into a 39-dimensional feature
vector consisting of 12 cepstral coefficients plus the 0th cep-
stral, delta and delta delta coefficients, normalized using cep-
stral mean subtraction (MFCC0−D−A−Z). We evaluated the
cross-word models. The values of the word insertion penalty,
beam width, and the language model scale factor are -4.0,
350.0, and 15.0 respectively [19].

5.2. Perplexity reduction

LDA is applied on the WSJ1 training transcription text data to
form 40 topic clusters. The trigram topic models are trained
using the back-off version of Witten-Bell smoothing. The
mixture weights of the topic models are computed using
Equation 4. The LDA-adapted topic model is formed using
Equation 3. We used latent semantic marginals (Equation 2)
to adapt the background model and the LDA-adapted topic
model subject to the constraint in Equation 5. We tested
the LM-adaptation approaches for both original and auto-
matic transcription test data. Automatic transcription is the
recognition result obtained after first-pass decoding. The
experimental results are described in Table 1 for original
test transcription data and in Table 2 for automatic test tran-
scription. All the adapted models give significant perplexity
reductions over the background model. The language models
in the third and fourth rows of Table 1 (original test transcrip-
tion) show significant reduction in perplexity of about 2.18%
and 45.76% for the development test set and about 1.47%
and 46.90% for the evaluation test set, over the background
model. For automatic test transcription, the language mod-

Table 1. Perplexity results of the tri-gram model obtained by
using LSM and MDI for original transcription

Language Perplexity- Perplexity-
Model Development Evaluation

Set Set
Background 655.33 745.38
MDI adaptation of
Background Model 640.99 734.36
MDI adaptation of
LDA-adapted topic model 355.39 395.74

Table 2. Perplexity results of the tri-gram model obtained by
using LSM and MDI for automatic transcription

Language Perplexity- Perplexity-
Model Development Evaluation

Set Set
Background 822.62 880.20
MDI adaptation of
Background Model 797.50 858.43
MDI adaptation of
LDA-adapted topic model 422.11 447.02

els in the third and fourth rows of Table 2 yield significant
perplexity reductions of about 3.05% and 48.68% for the
development set and about 2.47% and 49.21% for the evalua-
tion set. However, the perplexities for automatic transcription
test data are high because of recognition errors present after
the first-pass decoding. For both original and automatic tran-
scription test data, our approach outperforms the traditional
approach used in the literature.

5.3. Word error rate reduction

We evaluated the WER experiments using lattice rescoring.
In the first pass, we used the background language model
for lattice generation. In the second pass, we applied the
LM-adaptation approaches described in section 4 for lattice
rescoring. We formed the automatic transcription by using
first-pass decoding results. We applied the LM-adaptation ap-
proaches using both the original and automatic development
test transcriptions. The experimental results are described in
Table 3. From the table we can note that both the approaches
outperform the background model. Moreover, our approach
yields better results than the approach used in the literature.
For the automatic transcription, we have seen improvements
of about 0.23% and 0.27%, and about 2.30% and 3.53%
WER reductions using the MDI adaptation of the background
model and LDA-adapted topic model for the development
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Table 3. WER results for the WSJ1 Development and Evalu-
ation test set1 using tri-gram models obtained by using LSM
and MDI

Language WER (%): WER (%):
Model Development Evaluation

Set Set
Background (First-Pass) 25.63 26.34
MDI adaptation using
Automatic transcription:
Background Model 25.57 26.27
LDA-adapted Topic Model 25.04 25.41
MDI adaptation using
Original Transcription:
Background Model 25.53 26.27
LDA-adapted Topic Model 24.82 25.29

and evaluation test sets respectively. As expected, the LM-
adaptation using the original transcription test data performs
better than using the automatic transcription obtained from
the first pass.

6. CONCLUSIONS

An unsupervised language model adaptation approach using
LDA, LSM and MDI is proposed. A hard-clustering approach
is applied on the document-topic matrix in LDA analysis to
form topic clusters. An n-gram weighting approach is used to
compute the mixture weights of the component topic models.
An LDA-adapted topic model is computed using the weighted
combination of n-gram topic models. A new adapted model
is formed by modifying the LDA-adapted topic model using
MDI, which minimizes the KL divergence between the new
adapted model and the LDA-adapted topic model subject to
a constraint that the marginalized unigram probability distri-
bution of the new adapted model is equal to a unigram prob-
ability distribution estimated by using the LDA model, called
LSM. We used LM adaptation approaches in the second pass
of decoding. We verified our approach for both the original
and automatic transcriptions. A traditional MDI adaptation of
a background model using the same constraint is compared
with our approach. We have seen that our approach gives sig-
nificant reductions in perplexity and WER over the traditional
approach used in the literature.
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