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ABSTRACT 

 

A hybrid algorithm for blind adaptive channel-shortening of 

ADSL communication channels is here proposed. The 

prediction-error filter is a well-known technique that can 

equalize minimum-phase channels for Multi-Carrier 

Modulation (MCM) modulated signals. Another well-known 

algorithm, Sum-Squared Autocorrelation Minimization 

(SAM), also suited to blind adaptive channel-shortening of 

MCM signals, is used to aid the prediction-error filter. SAM 

exhibits fast convergence, but has high computational cost 

and an unstable behaviour. The objectives of the hybrid 

algorithm are fast convergence and stable steady-state 

behaviour for modelled ADSL channels from one channel-

shortening algorithm; we show the performance of the 

hybrid fulfils the objectives. 

 

Index Terms— Multi-Carrier Modulation, Channel-

Shortening, Equalization, Linear Predictor, Prediction-Error 

Filter 

 

1. INTRODUCTION 

 

Communications channel equalization may be performed 

“blind”, i.e. without knowledge of the transmitted signal 

data content, by use of expected general properties of a 

signal that are “restored” by an equalization process.  

 MCM schemes employ mutually-orthogonal sub-

carriers, resulting in signals with the property (that may be 

restored) of low auto-correlation. By including a Cyclic 

Prefix (CP) between symbols, there is mitigation of inter-

symbol interference (ISI). Since a CP absorbs channel 

bandwidth, partial channel equalization—channel 

shortening—remains of interest to minimize the CP length.  

The SAM algorithm [1] is a well-known method of 

shortening MCM channels, which explicitly uses the low-

autocorrelation property. The Linear Predictor in the form of 

a Prediction-Error Filter is also well-known as an equalizer, 

implicitly using signal autocorrelation. It may be configured 

to channel-shorten, rather than equalize, by extending the 

prediction delay [2]. The predictor accurately equalizes 

channel poles, but does not converge as quickly as SAM.  

Here, we propose a channel-shortener for ADSL 

channels composed of a prediction-error filter aided by a 

SAM shortening filter. The intent is to obtain the strengths 

of each algorithm while minimizing the weaknesses—thus 

obtaining the high convergence speed of SAM while 

reducing its high computational cost, and obtaining the 

steady converged performance of the predictor rather than 

the unstable behaviour of SAM.  ADSL channels, the target 

application for shortening, are mainly minimum-phase to 

which SAM and a forward linear predictor are suited—

unlike wireless channels that can readily be mixed-phase. 

The ADSL test channels are those used by previous research 

in this area (e.g. [1], [2], [6], [10]). 

 

2. THE LINEAR PREDICTOR 

 

The Linear Predictor is an algorithm that predicts the value 

of a sample of a sequence from a linear combination of the 

other samples; a Forward Linear Predictor (FLP) predicts 

the most recent sample of the sequence from older samples. 

For an input signal x, the predicted value of x(n), x̂ (n), as 

described in [3] is given by: 

           

 

   
          

 and the prediction error is: 

                          

 

   
          

Solutions of the coefficients may be static or adaptive; an 

adaptive solution may be engineered using the steepest-

descent method or the least-mean-squares (LMS) method, in 

both cases minimizing the mean-square of εp(n).  

Implicitly, the predictor detects and removes 

autocorrelation of the input signal, and is often referred to as 

a whitening filter. It performs channel equalization as 

follows. If an independent and identically distributed (i.i.d) 

data sequence d(n) is passed through a linear channel h, its 

output x(n) becomes autocorrelated depending on the 

impulse response (IR) of h.  The predicted output x̂ (n) is 

obtained from x using coefficients derived from the 

observable autocorrelation of x; thus                  

converges towards x(n) with the correlation terms 
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introduced by h removed. The predictor may therefore be 

seen as an equalizer of h, where the prediction error signal 

εp(n) is the system output, (i.e. a Prediction-Error Filter), 

provided the original transmitted signal has low 

autocorrelation.  

An example of the use of a prediction-error filter is as 

part of an acoustic equalization scheme in [4]. A more 

complex, oversampling, version of the linear predictor 

exploiting cyclostationarity has been proposed in [5], 

allowing phase information to be retained by the equalizer.   

The zeros of a forward linear predictor will be 

minimum-phase; similarly the zeros of backward linear 

predictor (BLP) will be maximum-phase [3]. The 

consequence is that a prediction-error filter will be unable to 

fully equalize a mixed-phase channel; an FLP will introduce 

minimum-phase zeros where there should be maximum-

phase zeros, and a BLP will introduce maximum-phase 

zeros where there should be minimum-phase zeros. For 

ADSL channels, mixed-phase but mainly minimum-phase, 

the prediction-error filter based on an FLP will equalize 

effectively, as demonstrated for a set of representative 

ADSL test channels [2].  

Further, the predictor may readily be made to perform 

channel shortening by adding additional delay to the filter 

input signal [2].  Introducing the delay means the 

autocorrelation between samples separated by less than the 

delay is not used in establishing the filter coefficients, and 

so autocorrelation for lags less than the delay will not be 

removed. Thus, the channel impulse response will not be 

equalized for terms of less than the delay.   

The computation cost of an adaptive LMS-type solution 

to the predictor filter coefficients is 2.LwLP Multiply-

Accumulate (MAC) operations per update, where LwLP is the 

number of active filter elements. This is substantially lower 

than for SAM.  

 

3. SUM-SQUARED AUTOCORR. MINIMIZATION 

 

The SAM algorithm [1] explicitly uses the low expected 

autocorrelation of an MCM signal as the general property to 

restore. The SAM shortening filter, ws, is adapted using the 

steepest descent method. The SAM cost function is the total 

squared autocorrelation of the filter output y(n) for lags 

greater than the signal CP length v: 

                
 

  

     
 

where Ryy(l) is the autocorrelation of y(n) at a lag l. The 

mechanism for channel-shortening is the ignoring of signal 

autocorrelation for lags of less than v.  The filter update then 

is                             , and ws is normalized 

upon update to prevent adaptation to 0. Obtaining 

           is computationally complex, described in [1]. 

SAM has the advantage of rapid convergence. It has two 

disadvantages that are relevant here. First, it has a very high 

computational cost. For an Auto-Regressive (AR) 

implementation updating the filter at the sample-rate, the 

cost is estimated in [1] to be 4.Lw(Lh–v) multiply-accumulate 

(MAC) operations, plus normalization operations, where Lw 

is the filter length and Lh  is the channel impulse-response 

length. If Lh = 100, Lw = 16 and v = 32, approximately 4400 

MAC operations per sample are required to adapt the filter.  

Some modifications to SAM have been proposed to 

reduce its cost (e.g. Lag-hopping [6] and Stochastic SAM 

[7]), but they also reduce its convergence speed.  

The second disadvantage may be observed in the 

behaviour of SAM in Figure 1, showing the achievable bit-

rate (ABR) of an MCM signal in a modelled ADSL channel 

(Ch3), for a test scenario of duration of 3.2x10
6
 samples 

(6000 symbols) and SNR=40dB. After a rapid convergence 

to near-MFB (Matched-Filter Bound) performance, the 

ABR does not settle at a stable level, but “wanders” between 

peaks and lower values in a cyclic manner.  

 

 
Figure 1    SAM Bit-Rate Wandering 

 
Figure 2    SAM Filter z-plane Zeros 

Observation shows this unstable ABR effect to occur for 

each modelled channel, and that the cause is the occurrence 

in the shortening filter of z-plane zeros near the unit circle 

(UC) at lower frequencies.  The zeros cause dips in the 

frequency response of the effective channel, lowering the 

SNR and traffic capacity of subcarriers in the vicinity. It is 

assumed here that the cause of the UC zeros relates to the 

multi-modal nature of the SAM cost-function surface.  
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 An example is shown in Figure 2. For the test run of 

Figure 1, the filter z-plane zeros are displayed for the 

snapshot in time n=49,000, corresponding to a dip in ABR. 

Two zeros marginally inside the UC occur. These partially 

equalize one of the poles of the channel, but additionally 

cause a notch in the frequency response. As a result about 

50 low-frequency sub-carriers of the transmitted signal have 

substantially reduced data capacity, zero in some sub-carrier 

instances.  

 

4. SAM-AIDED PREDICTION-ERROR FILTER  
 

The prediction-error filter converges to a stable channel 

equalizer, effective for the mainly minimum-phase ADSL 

channels, but with convergence speed significantly less than 

SAM. The motive in this work is to consider a filter that 

exploits both the speed of SAM and the steady solution of 

the predictor, retaining the stable equalization but to use 

SAM to increase the convergence speed.  

 
Figure 3    Hybrid FLP/SAM Shortener 

The SAM algorithm may aid the FLP shortener in a 

number of plausible ways. In this work two methods were 

found to be effective: (i) a shortening filter that is the 

convolution of independent SAM and FLP filters; (ii) an 

FLP filter in series with a SAM filter. The results of method 

(i) will be described here.  

The scheme is shown in Figure 3, where a SAM filter wS 

and a predictor filter wLP are updated independently, and the 

filters then combined to make the working hybrid filter wH.  

The SAM filter is updated and normalized per sample as: 

                                               
       

         
 

using the AR method described in [1], where    is the SAM 

step coefficient and            is the vector gradient of the 

SAM cost function w.r.t. the filter coefficients.  

The prediction error filter output is:  

                  

    

     
          

where yPEF(n) is both the filter output and the prediction 

error, LwLP is the filter length, and D is the additional 

predictor input delay described in [2] for channel 

shortening. The predictor filter update, using an LMS-type 

stochastic method, is: 

                                         

The effective prediction error filter is then (in z-transform 

form):  wPEF(z) = 1 - wLP(z).z 
- (1+D)

, and the hybrid filter wH 

is:  wH,n+1 = wS,n+1 * wPEF,n+1 ,  where “*”= convolution. 

Channel-shortening may be explicitly included in the 

hybrid filter by introducing a “don’t-care” region in the 

predictor, using values of the delay D greater than zero. It 

should also be noted that use of both SAM and predictor 

filters will introduce redundancy, so that additional zeros 

will occur in the hybrid filter that lengthen the effective 

channel.  Finally, any maximum-phase component of the 

channel will not be equalized, but the predictor will 

introduce minimum-phase zeros for that component. The 

equalized channel impulse response will thus include, in 

addition to the channel’s equalized terms,  (i) non-equalized 

maximum-phase components and resulting minimum-phase 

zeros, (ii) redundant zeros where SAM and the predictor 

overlap and (iii) the explicit “don’t care” terms related to  

the delayed predictor. Because the introduction to the 

predictor of extra delay reduces its ability to equalize, the 

shortening prediction delay D is here kept to a value of 4 

taps, much less than the CP length.  

There is scope to reduce the size of the SAM filter, and 

make significant computation cost savings. The main 

function of SAM in this scheme is to make an initial rapid 

convergence, and a small number of taps can do this for a 

limited portion of the channel transfer function. 

 

5. SYSTEM MODEL AND SIMULATION 

 

The system model is the same as foregoing work such as 

[1] and [2], shown in Figure 4. The transmission channel h 

is represented as a linear finite impulse-response (FIR) filter 

of length Lh +1. The input signal d(n) is the MCM-

modulated signal; the added noise v(n) is uncorrelated with 

the channel output, is zero-mean and i.i.d.; signals are 

modelled here as real. The effective channel c is obtained as 

c = h * w; of length Lc + 1, where Lc = LwH + Lh.  

 
Figure 4    Transmission System Model 

General aspects of the model remain as with related 

previous work. The modelled MCM signal symbol FFT size 

is 512 samples and the CP-length 32; the signal, being real, 

thus has 256 sub-carriers. The 8 ADSL model test channels 

CSA 1-8 were used, available from [9] and described in 

[10], chosen to allow comparison with earlier work such as 

[1]. The channels are mixed-phase with mainly minimum-

phase components. Near-End Crosstalk (NEXT) noise is the 

additive noise source type, and a range of Signal-to-Noise 

(SNR) values from 40dB to 20dB used.  

The model code available from [8] was the original basis 

for this work. (A correction is here included in the signal-to-

noise calculation, true modelled SNR is higher than the 

value indicated in the earlier code, such as used in [2].)   

Achievable Bit-Rate (ABR) is the measure of 

effectiveness, since MCM signals typically adapt the bit-rate 

d(n) 

+ 

+ 

Noise v(n) 

Channel 

h 

Hybrid 

Filter  wH 

x(n) y(n) 

Hybrid Filter  wH = ws*wPEF x(n)  y(n) 

ySAM(n) 

yPEF(n) 

SAM Filter  wS 

FLP wLP z-(1+D) 

+ 
- 

wPEF(z) = 1 - wLP(z).z - (1+D) 
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to that which is achievable given the SNR of the current 

channel; it is evaluated as in [1]. Results shown here are for 

SNR values of 40dB and 20dB. The selected filter lengths 

are LwS = 7 taps, LwLP = 14 taps (including D). The value 

chosen for D is 4 taps. For SNR=40dB: µS = 1.5x10
-4

, µLP = 

2x10
-5

; for SNR=20dB: µS = 7.5x10
-5

, µLP = 1x10
-5

. The 

centre-tap of ws is initialized to 1, wLP is initialized to 0. 

The computation cost in MAC-operations per update to 

adapt the filter is 2.LwLP (Predictor), 4.LwS(Lh–v) (SAM), and 

LwLP.LwS (convolution). Assuming Lh = 100 and v = 32, the 

total is 1994 MAC-operations/sample. The filter is updated 

once per sample.  

 

4. SIMULATION TESTS AND RESULTS 
 

Selected results are shown here for ADSL test channel 3, 

which are representative of results for all 8 test channels.  

In Figure 5 and Figure 6 ABR is shown for short runs of 

120 symbols, for SNR of 40dB and 20dB respectively. The 

ABR of the hybrid solution under test is compared with 

ABR for a SAM filter (16-tap) and a delayed prediction-

error-filter (10-taps plus 4-tap delay), with the Matched-

Filter Bound (MFB) for the channel shown as a limit. The 

values shown are the mean value for 16 runs of each type.  

Figure 7 shows the channel and equalized IRs, plus the 

equaliser IR and its component IRs. The ABR of a longer-

duration scenario (6000 symbols) of the aided solution, for a 

single run at 40dB, is shown in Figure 8. (Note: 544 samples 

= 1 Symbol.) Observations from the results are: 

Convergence Speed. The aided solution converges 

slightly more slowly than the SAM solution, but 

significantly more quickly that the unaided predictor. The 

convergence time described here is the time taken for ABR 

to reach 80% of its steady value.  

 
Figure 5    40dB – ABR Algorithm Comparison 

At SNR=40dB, the ABR convergence time is less than 

the duration of one symbol—typically about half of a 

symbol. The improvement factor over the unaided predictor 

varies between 15 and 40, averaging 25 over the 8 test 

channels. At SNR=20dB the convergence time for most 

channels remains less than one symbol duration, and the 

improvement factor ranges from 10 to 40.  For 2 particular 

channels, the convergence is markedly slower, of about 8 

symbols’ duration, and only twice the speed of the unaided 

solution. The average improvement factor is 16. The 

improvement due to aiding is thus clear at both 40dB and 

20dB, though it is less at the lower SNR value.  

 
Figure 6    20dB – ABR Algorithm Comparison 

 
Figure 7    Channel and Equalizer IRs 

Converged ABR.   The prediction-error filter maintains 

a steady level of ABR once converged, unlike SAM which 

has the unstable wandering behaviour of ABR described 

earlier. As may be seen in Figure 8, some of this behaviour 

remains present in the aided predictor algorithm. The SAM 

solution continues to produce temporary zeros close to the 

unit-circle, causing dips in the hybrid filter frequency 

response that reduce the channel capacity at that frequency. 

Sample Count 

Bits/s 
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The result is that though the average ABR of the aided-

predictor is higher than that of SAM, it is lower than that of 

the unaided predictor.  

Mean ABR results of the unaided predictor (10-tap 

filter), aided-predictor and SAM (16-tap filter) algorithms 

were obtained for the 8 ADSL test channels, for test runs of 

6000-symbol duration. The unaided predictor results are 

used as the reference, the SAM and aided-predictor results 

are compared to them.  At 40dB SNR, the aided-predictor 

mean ABR was 3% lower than the unaided predictor mean 

ABR; SAM was 13% lower. At 20dB, the aided-predictor 

mean ABR was 6% lower; SAM was 22% lower. The 

figures are averages: variation among the channels occurred. 

For one channel (Ch7) SAM had higher mean ABR than the 

aided-predictor; for Ch2, at 40dB SNR, mean ABR was the 

same for all three algorithms.   

 
Figure 8    ABR, Ch3, 6000-Symbol Scenario Duration 

 

5. CONCLUSION 

 

Aiding the linear predictor using the SAM algorithm is 

shown here to provide a significant increase in the 

convergence speed of equalizing a modelled ADSL channel. 

The average improvement factor is about 25 and 16 for 

40dB and 20dB scenarios respectively. Compared to SAM, 

the aided predictor requires lower computation and the 

unstable ABR effect of SAM is reduced.  

There remain two drawbacks of introducing the SAM-

aiding. The first is the reduction in the steady-state ABR 

performance of the aided-predictor (3% at 40dB, 6% at 

20dB), due to the behaviour of SAM in placing equalizer z-

plane zeros close to the unit-circle. This also occurs where 

aiding is implemented by placing a SAM shortener in series 

with a predictor. It is suggested here that in a practical 

channel-shortener the SAM zeros effect may be prevented 

by stopping SAM adaptation after the initial convergence, 

potentially by observing the cost function of the predictor, 

and terminating SAM adaptation when it settles. A more 

complex solution is to calculate SAM equalizer zeros in a 

background process, and revert to earlier SAM solutions 

when z-plane zeros begin to drift toward the unit-circle.  

The second drawback is that the computational cost of 

the SAM-aiding, while less than half of SAM, remains high. 

Assuming channel length Lh = 100, the cost is about 2000 

MAC/sample, compared to 20 MAC/sample for the unaided 

predictor.   It may be possible to ameliorate the cost further 

by using fewer SAM filter taps, or by decreasing the length 

of the channel over which ACF is measured. In particular, 

for primarily minimum-phase channels, the use of a 

symmetric SAM filter is inefficient.  

For an application where equalization convergence time 

is unimportant, the extra cost of the aided solution over a 

straightforward prediction-error filter will be unattractive. 

However, where rapid convergence—say within one MCM-

signal symbol—is necessary, the SAM-aided predictor will 

deliver a solution.  
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