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ABSTRACT
In this work we investigate the use of morphological gran-
ulometric moments as texture descriptors to predict time or
class of texture images which evolve over time or follow an
intrinsic ordering of textures. A cubic polynomial regression
was used to model each of several granulometric moments
as a function of time or class. These models are then com-
bined and used to predict time or class. The methodology
was developed on synthetic images of evolving textures and
then successfully applied to classify a sequence of corrosion
images to a point on an evolution time scale. Classification
performance of the new regression approach is compared to
that of linear discriminant analysis, neural networks and sup-
port vector machines. We also apply our method to images of
black tea leaves, which are ordered according to granule size,
and very high classification accuracy was attained compared
to existing published results for these images. It was also
found that granulometric moments provide much improved
classification compared to grey level co-occurrence features
for shape-based texture images.

1. INTRODUCTION

Texture classification is a long-standing problem in image
processing. It involves a feature extraction step, in which
a set of texture features is extracted from the image under
study, and a classification step, in which a texture class mem-
bership is assigned to it based on the information provided by
the extracted texture features through appropriate machine
learning algorithms [12]. Here we use morphological granu-
lometry and co-occurrence matrix approaches to extract tex-
ture features, and employ a regression-based texture classifi-
cation approach to compare the relative usefulness of the two
different sets of features for classifying sequences of texture
images which either evolve over time or follow an intrinsic
ordering. For example, size of texture primitives may in-
crease over time or with class label, as in spots of corrosion
building up on sheet metal.

Morphological granulometry [13] is extensively used to
extract textural information from images. It was first intro-
duced to characterise size and shape information for a binary
image, considered to be a collection of grains. The concept
of granulometry is to sieve the grains through filters of in-
creasing size, so that grains with size smaller than the holes
will drop out and only grains of larger size will remain. The
shape of the holes is determined by the shape of the struc-
turing element (SE), which is a geometrical pattern used to
extract textural information from a given digital image [6]. In
the sieving, the remaining image area successively decreases

and eventually drops to zero. The rate of decrease represents
the cumulative proportion of image area dropped, known as
the size distribution [1]. A probability distribution function
(pdf) can be derived from this size distribution, since it is
a cumulative distribution function (cdf). Its statistical mo-
ments, known as granulometric moments, contain useful tex-
tural information to characterise the pdf and the image.

Texture features derived from the grey level co-
occurrence matrix (GLCM) [9] are the most widely used
texture features for classification. The GLCM represents
the probability distribution of occurrence of a pixel pair, at
a given separation and at a given orientation, with given
grey levels. Various texture features can be derived from the
GLCM. GLCM features were successfully used by Chanda
and Majumder [3] to segment images of chromosomes. Soh
and Tsatsoulis [16] obtained 94.17% classification accuracy
for SAR sea ice images using GLCM features in Bayesian
classifiers. Clausi [4] computed 8 different GLCM features
using different quantisations of SAR sea ice images, and used
the features jointly and separately to classify the images.

In this work a regression-based classifier is developed by
modelling granulometric moments or GLCM features as a
function of texture evolution time or class label. A cubic
polynomial regression is fitted for each chosen feature sep-
arately, and then a combined cubic polynomial regression is
obtained. The combined model is used for back-prediction
of evolution time or class label of a new image using its ob-
served texture features. Linear discriminant analysis (LDA),
neural networks and support vector machines (SVMs) are
used with the same sets of features (either granulometric mo-
ments or GLCM features) to compare their classification ac-
curacy with that of the new regression approach.

We are interested to compare the usefulness of granulo-
metric moments and GLCM features in discriminating tex-
ture images where textures represent some sort of damage
or decay which progresses over time. Knowing the state of
damage is vital in many cases, for example, regular mon-
itoring of degree of damage of machine parts is of crucial
importance in industrial inspection. Classification of images
of corroding metal according to their degree of corrosion was
studied in [14, 15, 7], and the same set of corrosion images
are used here as an example of textures that evolve over time.

Another application is the sorting of tea into different
grades according to granule size. This is very important
task in the tea processing industry, which has traditionally
been carried out by sieving with a series of sieves of differ-
ently sized mesh. More recently, computer vision and pattern
recognition have been investigated for a more automated ap-
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proach [2]. We have also applied our methodology to a se-
quence of black tea images representing different grades of
tea of different granule sizes [2]. This is an example of tex-
tures ordered by class.

2. METHODOLOGY

Here we briefly describe the feature extraction methods and
different classifiers used.

2.1 Morphological granulometry

Morphological techniques are widely used in digital image
processing. The foundation of morphological processing is
in set theory. One of the fundamental techniques, i.e. open-
ing, provides very useful information about shape and size
of image objects or texture primitives. Opening of an image
f by a SE g, denoted by f ◦ g, is the union of all transla-
tions of g that are a subset of f . The effect of opening can be
explained as sliding SE g beneath the input image f , elimi-
nating any details smaller than g and reducing the height or
grey level of larger objects.

Granulometry consists of successive openings of an im-
age by a sequence of SEs of increasing size. An im-
age f is opened sequentially by a series of scaled SEs
{g1,g2, . . . ,gN}, e.g. successively larger disks. At each
stage of opening, the finer details are successively elimi-
nated, and the volume of the input image is reduced. Suc-
cessive openings create a decreasing sequence of images, i.e.
f ◦ g1 ⊃ f ◦ g2 . . . ⊃ f ◦ gN . The image volume remaining
after each opening constitutes a decreasing sequence which
eventually reaches zero, i.e. Ω(1) ≥ Ω(2) ≥ . . . ≥ Ω(N),
where Ω( j) is the image volume left after the jth opening.
This sequence is called the size distribution [5].

The normalised size distribution represents the cumu-
lative proportion of the image volume removed after each
opening. It is found by dividing the removed area by the
original image volume Ω(0), i.e. Φ(n) = 1−Ω(n)/Ω(0).
This rises monotonically from 0 to 1 as the size of the SE
increases, giving a cumulative distribution function (cdf). Its
derivative Φ′(n) = dΦ(n)/dn is a probability density func-
tion (pdf). This pdf is referred to as the pattern spectrum in
[11]. Since this is a pdf, it possesses statistical moments.
These moments can be used for texture classification and
analysis. Granulometric moments from the pattern spectrum
of the image foreground provide information on object shape,
while those from the pattern spectrum of the image back-
ground provide information about spatial distribution of the
objects. Here we use these moments to predict the time state
or class of an image from a sequence of evolving or ordered
texture images.

2.2 Grey level co-occurrence matrix (GLCM)

Entry C(i, j) of a GLCM is defined by first specifying a dis-
placement d and angle ϕ , and counting all pairs of pixels
separated by distance d and lying on a line at angle ϕ to the
reference direction of the image, which have grey levels i and
j respectively. The image is often quantised, e.g. to level 8
or 64, before computing the GLCM, to avoid sparsity of the
GLCM. The normalised GLCM p(i, j) can be obtained by
dividing C(i, j) by the sum of its entries, as

p(i, j) =C(i, j)/
P

∑
k=1

P

∑
l=1

C(k, l),

where P is the number of grey levels. GCLMs capture prop-
erties of a texture but are not directly useful for further analy-
sis, such as comparison of two textures. Various texture fea-
tures may be computed from the GLCM for more compact
texture representation [9, 16, 4], including:
1. Maximum probability : max(i, j) p(i, j)
2. Energy : ∑P

i=1 ∑P
j=1 p(i, j)2

3. Entropy : −∑P
i=1 ∑P

j=1 p(i, j) log p(i, j)

4. Contrast: 1
(P−1)2 ∑P

i=1 ∑P
j=1(i− j)2 p(i, j)

5. Homogeneity: ∑P
i=1 ∑P

j=1
p(i, j)

1+|i− j|

6. Correlation : 1
σiσ j

∑P
i=1 ∑P

j=1(i−µi)( j−µ j)p(i, j), where

µi = ∑P
i=1 i∑P

j=1 p(i, j), µ j = ∑P
i=1 j ∑P

j=1 p(i, j),
σi = ∑P

i=1(i − µi)
2 ∑P

j=1 p(i, j), and σ j = ∑P
j=1( j −

µ j)
2 ∑P

i=1 p(i, j).

2.3 Classification methods
Either granulometric moments or GLCM features are mod-
elled as a function of time using a cubic polynomial regres-
sion approach. Let Yi(t), i = 1,2, . . . , p, and t = 1,2, . . . ,T
be the average of the ith feature for the tth time or class (av-
eraged over the training feature set). The cubic polynomial
regression can be written as:

Yi(t) = β (i)
0 +β (i)

1 ∗ t +β (i)
2 ∗ t2 +β (i)

3 ∗ t3 +ξi, (1)

where the β terms are estimated using least squares and the
ξi are error terms. We have built one such model for each fea-
ture used and combined them together. For a single feature i
the model will be of the form:


Yi(1)
Yi(2)

...
Yi(T )

=


β (i)

0 +β (i)
1 t1 +β (i)

2 t2
1 +β (i)

3 t3
1

β (i)
0 +β (i)

1 t2 +β (i)
2 t2

2 +β (i)
3 t3

2
...

β (i)
0 +β (i)

1 tT +β (i)
2 t2

T +β (i)
3 t3

T

+


ε1
ε2
...

εT

 .

For p such features, the combined fitted model relating
each feature to time or class is:


Ŷ1(t)
Ŷ2(t)

...
Ŷp(t)

=


β̂ (1)

0 + β̂ (1)
1 t + β̂ (1)

2 t2 + β̂ (1)
3 t3

β̂ (2)
0 + β̂ (2)

1 t + β̂ (2)
2 t2 + β̂ (2)

3 t3

...
β̂ (p)

0 + β̂ (p)
1 t + β̂ (p)

2 t2 + β̂ (p)
3 t3

 , (2)

or equally


Ŷ1(t)
Ŷ2(t)

...
Ŷp(t)

=


β̂ (1)

0
β̂ (2)

0
...

β̂ (p)
0

+


β̂ (1)

1 β̂ (1)
2 β̂ (1)

3
β̂ (2)

1 β̂ (2)
2 β̂ (2)

3
...

β̂ (p)
1 β̂ (p)

2 β̂ (p)
3


 t

t2

t3

 .
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Using matrix-vector notation this can be written as:

[
Ŷ− β̂0

]
=
[

β̂1 β̂2 β̂3
] t

t2

t3

 (3)

or
[
Ŷ− β̂0

]
= B̂T.

Pre-multiplying by (Ŷ− β̂0)
T , we get

(Ŷ− β̂0)
T
(1×p)(Ŷ− β̂0)(p×1) = (Ŷ− β̂0)

T
(1×p)B̂(p×3)T(3×1).

(4)

Equation (4) can be written as at3 + bt2 + ct + d = 0. A
positive real root of this equation is used as the predicted
time or class. Where there is more than one positive real root
we choose the smallest one (as was appropriate in all our
training examples). If none of the roots are positive and real
the method fails to predict time, and we choose the first time
point or class as the prediction.

We compare performance of this regression approach
with three other classifiers used to classify objects into mutu-
ally exclusive and exhaustive classes based on a set of mea-
surable object features. Linear discriminant analysis (LDA)
[8] is a statistical technique which assigns a new feature vec-
tor x to the class which has highest posterior probability,
assuming the class conditional distributions are multivariate
normal with common covariance matrix. The proportions of
the data in each time or class are used as prior probabili-
ties. A feed-forward single hidden layer neural network [10]
is also used, with 5 units in the hidden layer chosen for opti-
mal performance (in training we tried between 2 and 7 units).
Since the performance of SVMs is greatly affected by the
choice of kernel function and its associated parameter val-
ues, different kernels with different combinations of parame-
ter values and the cost constraint were experimented with to
tune the SVM for better performance. One-to-one classifica-
tion is used here as a means of multi-class classification. A
detailed account of SVMs can be found in [10].

The prediction abilities of the classifiers are assessed us-
ing proportion of misclassifications and mean absolute error
(MAE), defined as:

MAE =
1
n

n

∑
i=1

|t i
pred − t i

act |, (5)

where n is the number of images for which time or class is to
be predicted, and t i

pred and t i
act are respectively the (rounded)

predicted and actual state of time or class of image i.

3. APPLICATION TO REAL IMAGES

3.1 Corrosion images
We applied our methodology to a set of real corrosion images
generated in [15]. These are images of a steel plate corroded
over a period of 10 consecutive days and photographed daily.
The original colour images are of size 14002 and were con-
verted to grey scale. To obtain training and test sets, 10 non-
overlapping images of size 2562 were extracted from each of
the grey scale images at times t = 1, . . . ,10. So there are a
total of 100 sample images, 10 for each time point.

As the images were converted from colour images show-
ing substantial intensity variations, image pre-processing

was needed. Spots within the images are darker than the
background, so the bottom-hat transform is appropriate for
pre-processing. Subtracting the original image from the
opened image produces the bottom-hat transform

f •̂g = ( f •g)− f .

We use a disk SE of increasing size as g, since the corrosion
spots increase in size over time. A wide range of radius val-
ues were tested and the most appropriate ones (6, 7, 8, . . .,
15) were chosen for times 1 through 10 to preserve best the
sizes and shapes of the textures. Figure 1 shows some of the
extracted grey scale corrosion images and their bottom-hat
transformed images.

(a) t = 1 (b) Bottom-hat image
of (a)

(c) t = 5

(d) Bottom-hat image
of (c)

(e) t = 10 (f) Bottom-hat image
of (e)

Figure 1: Grey scale corrosion sub-images of size 2562 and
their bottom-hat transformed images at times t = 1, t = 5 and
t = 10.

The first four granulometric moments computed from the
bottom-hat transformed images using square and disk SEs
are shown in Table 1. Average granulometric mean and stan-
dard deviation (sd) using both SEs clearly increase over time,
while skewness decreases. Kurtosis does not vary much over
time, however in the results below we use all 4 moments from
both SEs.

Since there are 10 sub-images at each time point t =
1,2, . . .10, the moments data form a 100× 8 matrix. A ran-
domly selected sub-set of 70% of the moments are used to
fit the cubic polynomial regression in Equations 1–3 and the
rest are used to predict as in Equation 4. The procedure was
repeated 10 times and average results were obtained. The
same approach was used for LDA, the neural network and
the SVM as well.

3.2 Tea images
Each original image is a colour image of size 2000× 3008.
These represent eight different grades of tea [2], i.e. BOPL
(Broken Orange Pekoe Large), BOP (Broken Orange Pekoe),
BOPSM (Broken Orange Pekoe Small), BP (Broken Pekoe),
PF (Pekoe Fannings), PD (Pekoe Dust), OF (Orange Fan-
nings), and Dust, and the approximate diameter in mm of the
granules are 2.0, 1.7, 1.3, 1.0, 0.5, 0.355, 0.25 and Not spe-
cific respectively. We label these as classes 8 to 1, in order of
granule size. We obtained training and test sets by extracting
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Table 1: First four granulometric moments for the bottom-hat
transformed corrosion images using square and disk SEs.

Time Moments using square SE
mean sd skewness kurtosis

1 6.6565 4.5828 0.0032 -2.9977
2 7.5256 5.4877 0.0022 -2.9989
3 8.8921 6.2471 0.0014 -2.9993
4 10.1779 7.2285 0.0009 -2.9996
5 11.2492 7.9117 0.0007 -2.9997
6 12.4619 8.9238 0.0005 -2.9998
7 13.7676 10.1043 0.0004 -2.9999
8 14.8493 11.2805 0.0003 -2.9999
9 17.6761 12.6737 0.0002 -3.0000
10 17.8071 13.8678 0.0002 -3.0000

Moments using disk SE
mean sd skewness kurtosis

1 3.2607 2.6405 0.0227 -2.9817
2 3.7773 3.1449 0.0141 -2.9908
3 4.5955 3.5949 0.0085 -2.9945
4 5.3489 4.1534 0.0054 -2.9969
5 5.9891 4.5508 0.0041 -2.9978
6 6.6898 5.0891 0.0029 -2.9986
7 7.4305 5.6975 0.0020 -2.9991
8 7.9708 6.1374 0.0016 -2.9993
9 9.5363 6.7399 0.0010 -2.9995
10 9.5141 7.4247 0.0008 -2.9997

2562 size images from each of the original images and con-
verted them to grey scale. Fifty non-overlapping sub-images
were extracted from one image from each class, giving 400
sample images. One sub-image from each class is shown in
Figure 2, to show the increasing size of the tea granules over
classes.

(a) Sample image 1 (b) Sample image 2 (c) Sample image 3

(d) Sample image 4 (e) Sample image 5 (f) Sample image 6

(g) Sample image 7 (h) Sample image 8

Figure 2: Sample grey scale tea images of size 2562, one
from each of the eight classes.

There is substantial variation of intensity within the im-
ages. To improve this, a top-hat transformation was applied
as pre-processing. Since granule size increases over classes,
a disk SE of increasing size is used in the top-hat transform
(with radii 13, 15, 17, . . ., 27). We applied granulometry on
the transformed images using square and disk SEs separately
and computed the first four PS moments from the pattern
spectrum from each SE. Average PS moments are calculated
using all sub-images from each class to give an 8×8 data ma-
trix. Again we implemented the regression approach, LDA,
neural network and SVM classifiers and compared their per-
formance.

4. ANALYSIS AND FINDINGS

For all classifiers 70% of the moments data, randomly se-
lected, was used for training and the rest for testing. This
was repeated 10 times and results were averaged.

For the corrosion images, Table 2 shows the performance
of all classifiers using the granulometric moments. No im-
age was misclassified by more than one time point, so the
MAE and misclassification rate are equal. For the regres-
sion approach, 29 images are misclassified out of 300, giv-
ing 90.27% correct classification. The SVM using the radial
basis kernel is the best, with an average correct classifica-
tion rate of 99.33% (using cost = 100 and kernel parameter
γ = 0.9). Similar results can be obtained for many parame-
ter settings. LDA is the second best classifier with 93.67%
correct classification. The neural network with optimum pa-
rameter setting produces a higher misclassification rate. The
regression approach is better than the neural network.

Table 2: Time-wise MAE or misclassification rate using all
classifiers with 8 granulometric moments, for the corrosion
images.

Time Error rate
Regression SVM LDA NNET

1 0.0000 0.0000 0.0000 0.0000
2 0.0000 0.0000 0.1333 0.0333
3 0.0000 0.0000 0.0000 0.0000
4 0.0333 0.0000 0.0000 0.1333
5 0.1000 0.0000 0.1333 0.2000
6 0.0000 0.0000 0.1000 0.3333
7 0.0067 0.0000 0.0667 0.2667
8 0.0333 0.0000 0.1000 0.2667
9 0.4667 0.0000 0.0667 0.3333
10 0.3333 0.0667 0.0333 0.1000

Overall 0.0973 0.0067 0.0633 0.1667

Using the 6 GLCM features at quantisation level 8, the
regression approach produces only 15.67% correct classifica-
tion, SVM produces 88%, LDA produces 22% and the neu-
ral network gives 23% correct classification (Table 3). Using
the GLCM features some predicted times are more than one
unit away from the actual time state. Quantisation level 64 is
better for all except the regression approach, which only has
15% correct classification, while LDA has 37.67%, the neu-
ral network has 36.33% and SVM has 93.33% correct clas-
sification (similar or worse results were obtained using no
quantisation). There was no clear advantage in using more
than these 6 GLCM features. However, the granulometric
moments provide much better results for all classifiers.
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Table 3: Error rates for all classifiers using 6 GLCM features
at quantisation levels 8 and 64, for the corrosion images.

Time Quantisation level 8
Regression SVM LDA NNET

1 0.1000 0.2333 0.8667 0.9000
2 0.4000 0.2333 0.6000 0.7667
3 0.9333 0.0000 0.9000 0.6667
4 1.0000 0.1667 0.9000 0.9000
5 1.0000 0.1333 0.7667 0.8333
6 1.0000 0.1000 1.0000 0.9333
7 1.0000 0.0667 0.8667 0.8333
8 1.0000 0.2333 0.9000 0.9000
9 1.0000 0.0000 0.5000 0.4667
10 1.0000 0.0333 0.5000 0.5000

Overall 0.8433 0.1200 0.7800 0.7700
Quantisation level 64

REG SVM LDA NNET
1 0.9333 0.1000 0.2333 0.2000
2 0.7333 0.1333 0.9000 0.8000
3 0.8000 0.0000 0.6667 0.8333
4 0.7333 0.0667 0.8333 0.9000
5 0.9333 0.0333 0.8000 0.9333
6 0.5333 0.2333 0.8000 0.8333
7 0.9000 0.0333 0.600 0.5000
8 0.9667 0.0667 0.3667 0.5000
9 0.9667 0.0000 0.3667 0.3333
10 1.0000 0.0000 0.6667 0.5333

Overall 0.8500 0.0667 0.6233 0.6367

The new regression-based method for classifying images
of corrosion to a point in time substantially improves on the
results from the approach in [14, 15, 7], where the lowest
misclassification rate for the corrosion images was as high as
48%.

For the tea images, the regression classifier produced
89.50% correct classification using granulometric moments,
however 100% correct classification can be obtained using
all other classifiers if appropriate parameter values are cho-
sen. All the classifiers outperform previous results for these
images as reported in [2]. Our highest misclassification rate
of 10.50% is for the regression approach, using top-hat trans-
formed images, whereas the lowest misclassification rate in
[2] was 20%.

5. SUMMARY AND CONCLUSIONS

In this paper, a regression-based classification approach was
applied to two sets of real images and improved results are
obtained compared to the existing published work on these
images. Increasing the radius of the disk SE in the bottom-
or top-hat transform of the images is of crucial importance,
as granulometric features computed from the hat transformed
images obtained using the same size disk SE over all time
points or classes produced very high classification error for
all classifiers. Our results are not exactly comparable to [14]
and [2], as we have extracted our own sub-images for al-
gorithm development and testing. Nonetheless we conclude
that extracting shape-based information from the images di-
rectly by use of morphological techniques provides very use-
ful features compared to GLCM features for texture classifi-

cation in any of a range of classifiers.
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