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ABSTRACT

The problem of acoustic source position estimation in rever-
berant environments has been tackled in different ways. The
authors have recently proposed a valid solution which shows
good results even in very hard conditions in terms of rever-
beration. Although the estimator is indicated for a real-time
implementation as long as it can be solved in a closed form,
in this paper the authors present a simplified version of the
estimator in order to significantly reduce the complexity of
the previous realization. A direct comparison among the two
estimators will be shown, additionally the estimator can be
considered also a robust time difference of arrival estimator
in the presence of reverberation.

1. INTRODUCTION

In recent years research has been centered on Intelligent Sys-
tems focused on the realization of robust interfaces meant to
be context aware and to take decisions according to heuris-
tic rules. The position of a sound source is considered as an
important piece of information for the context analysis and
requires a robust system with a low rate of outliers position
estimations. A large part of the microphone array community
has been dealing with this topic and a plethora of solutions
have already been proposed [3] [14] [16] [15] [11] [2].

The Linear Intersection (LI) [3] is a very efficient closed
form estimator for acoustic source localization. LI belongs
to a family of algorithms which are usually called indirect
methods or Time Delay Estimation (TDE) methods [16]: this
means that the location estimation is consequent to a prelim-
inary TDE, hence it can be seriously affected by errors in the
case of reverberant environments.

The most commonly adopted technique for TDE is the
Generalized Cross-Correlation (GCC) [9]. The time lag cor-
responding to the maximum peak of the GCC is usually
adopted as an estimate of the time-delay among two mi-
crophones. GCC can be affected mainly by noise and re-
verberation! [10], causing anomalies, which means that the
main peak of the GCC might be not associated to the actual
time-delay. These effects have been taken in consideration
in [8] [7] [4]. In our work we are going to consider mainly
the effect of reverberation with respect to noise, that is usu-
ally negligible. Even in cases of anomaly, it can be hypoth-
esized that there is a secondary peak of the GCC which is
the one associated to the true time-delay [16]. Unfortunately
there is not a direct way to retrieve further information on
which is the correct peak to select.

IThe reverberation time (Ty) is the time required for reflections of a
direct sound to decay by 60 dB below the level of the direct sound.
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Previous works have dealt with the importance of con-
sidering secondary peaks in the GCC [5] [6] [13], obtaining
a new method for acoustic source localization in reverberant
environment [6] which has been called Optimal Line Selec-
tion (OLS). OLS is an estimator that naturally extends the
LI estimator to the case of reverberant environments. Re-
sults in [6] show the benefit obtained by considering multi-
ple peaks on the GCC in order to achieve a more accurate
and robust localization in the presence of reverberation.

Depending on the number of microphones used and on
the number of peaks considered in the GCC, OLS can be
computationally expensive. It is indeed necessary, in OLS,
to search exhaustively among all the possible combination of
delays to obtain the source position estimate. In the simpli-
fied version the number of comparisons is significantly re-
duced by giving an initial guess on the source position.

The paper outlines in the first section background knowl-
edge on GCC and OLS, in particular OLS complexity will
be taken in examination. In the second part of the paper,
the proposed estimator will be illustrated and numerical re-
sults, based on Monte-Carlo trials, will show the perfor-
mance varying the reverberation time.

2. BACKGROUND
2.1 The GCC Method

Generalized Cross Correlation was introduced in [9] and ba-
sically estimates the cross-correlation among two ad-hoc pre-
filtered signals.

Given a source signal s(¢) in a reverberant environment,
the signals acquired by a microphone pair are modeled as

X1 (l)

= s(t)xhi(t)+n(2)
() =

s(t) % ha (1) +ma (1), 1)

where h;(¢) (i = 1,2) is the room impulse response between
the source and the i-th microphone and n;(¢) is uncorrelated
noise. It is demonstrated in [7] and [12] that the best prefilter
for signals affected by reverberation is the Phase Transform
(PHAT).

Hence GCC-PHAT is evaluated as the following

Run(0) = [
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where Gy, (f) is the cross power spectrum of x; (¢) and x,(¢)
and W(f) is the PHAT prefiltering
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Ideally, for low noise and reverberation, the time lag where
the main peak of the GCC is located represents the estimation
of the delay between the direct path in the two impulse re-
sponses, also known as Time Difference Of Arrival (TDOA).
Both [4] and [7] show how the percentage of anomalies in
time-delay estimation rises up with increasing reverberation
and noise level.

In the hypothesis of plane waves, it is possible to get the
Direction of Arrival (DOA) from TDOA 7 as an angle mea-
sured with respect to the direction of the line passing through
the two sensors

6 = arccos (%) , 4)

where c is the speed of sound and d is the distance between
the microphone pair.

2.2 OLS Position Estimator

Using a particular microphone array displacement as two or-
thogonal couples (referred to as quadruple), the DOAs es-
timated on the two pairs can be used to describe the co-
sine directions of a bearing line whose origin is in the mid-
point of the quadruple and whose direction aims at the source
[3]. Then, using at least two quadruples, the source location
might be found as the intersection of the bearing lines. Due to
quantization errors and GCC-PHAT errors in TDE, lines will
be skew. So the intersection problem is solved considering
all the lines pairwise and computing with an over-constrained
system [3] the points on them which are located in the prox-
imity of the closest distance among the two lines. Hence,
these points are called at minimum distance. Each point at
minimum distance s;; generated by the couple of lines 7 and
Jj can be weighted as

2xQ
Wij = Z P(T(SiﬁmlpamZp)anaGZ)a (5)
p=1

where p is the pair index and Q is the number of quadruples,
P(x,m,c?) is a normal distribution with the time-delay es-
timate on the p-th couple as the mean value and evaluated
for
mij, —S;j|| — ||M2p —Sij
T(sij,mp,my,) = H H - H H, (6)

which is the geometrically evaluated delay among the point
s;j and the microphones of the p-th pair m;, and my,. The
final estimation is obtained as a weighted sum of all the M
points

o T Wissii o

Z%:Li;e Wi

Variance o is dependent on GCC variance, which is a hard
parameter to estimate as it depends on the signal nature, the
noise level and the reverberant conditions [7]. For this reason
the variable o can be set empirically.

In case of anomalies the lines will no longer aim at the
source, hence the localization will be compromised.

OLS [6] takes into consideration the first k peaks of the
GCC-PHAT and finds all the k> combinations of peaks of
the two orthogonal pairs such to bear up to k> lines with one
quadruple. Nevertheless there is a constraint on the feasibil-
ity of each time-delay combination and it is

cos(012)? +cos(034)> < 1, 8

lines for quadruple #3

Figure 1: OLS graph of all possible combinations of lines in
case of 3 bearing lines for each quadruple.

where 0, and 034 (see formula (4)) are the DOAs with re-
spect to the two orthogonal pairs.

Considering one line for each quadruple, it is then possi-
ble to consider up to k%€ set of lines (see Figure 1), each one
with its own set of points at minimum distance. A measure
of how much is expanded the region of space containing the
points at minimum distance for each set is obtained with

1
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where L is the set index and by, is the midpoint of the set of
points at minimum distance.

OLS elects as candidate for the position estimation the L-
th set with the lowest C; value. The final estimation is then
refined as in (7).

3. A SIMPLIFIED VERSION OF OLS

As formerly specified, OLS might be computationally expen-
sive as long as it requires an exhaustive search among all the
feasible set of lines. Basically it requires the following oper-
ations
for all k% set of lines do
solve (g) points at minimum distance systems;
evaluate formula (9);
end for
However it is true that if it could be possible to know with
certainty one of the points of the best set, then it could be
uniquely guessed the set of points. It is indeed true that as
long as the GCC is a finite sequence and that the peaks belong
to the range —Tyax < TLL < Tyax, with [ an integer number,
T, the sampling time and

d
TiAx = (10)

then it is possible to find all the possible combinations of
time-delays subject to (8). Hence it is possible to bear all
the feasible lines and points at minimum distance and finally
to know a priori all the best set of points, that are the ones
minimizing (9).
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Unfortunately it is not possible to know which point be-
longs to the best set. Moreover, not always it could be pos-
sible to verify a perfect match among the delay estimated on
the quadruples and the ones corresponding to the best sets of
points, because it should be considered a tolerance due to the
noisy GCC estimation on a small percentage of the quadruple
used in the OLS estimator.

After this considerations it is possible to assess that an
initial guess on the source position could be used to elect a
set of lines, hence time-delays, and produce a final estimation
according to (7).

Hereby, based on the previous assumption, a simplified
version of OLS is developed and proposed.

The first step consists of picking up just a couple of
quadruples and considering the first k peaks on the respective
4 pairs. If for each couple of lines, one for each quadruple, it
is considered the midpoint among the two points at minimum
distance, it is possible to set them as k* initial guesses. For
each initial guess is then possible to measure the geometrical
delay with respect to the 2(Q — 2) remaining couples accord-
ing to (6).

Then, for each group of quadruples g not considered in
the first step, k main peaks should be selected on the GCC
related to the orthogonal microphone pairs, such to combine

them into & sets of time-delay couples (T;ll"z), r;é'a)), with [, =

1,..., k%
Finally an error measure can be introduced with respect
to the initial guess sy

2
e(SLS,l3,...7lQ) = Z[(T(SLS,mlq,mgq)—T;llq;)
q=3

2
+ (Tlstemsgmy) — 18 ) 1. (A1)

(lg) (Iq)
T T
9122 4 cos( 234 )<,

The procedure can be then described as

for all k* initial guesses do
perform(Q—2)k?operationstoevaluate formula (11);
end for

The best initial guess is the one which minimizes equation
(11) with respect to all the sz and all the /g values.

Once the best initial guess has been chosen, the posi-
tion estimation can be refined according to (7) by using the

ly) _( . L
delay couples (17;1"2) , 17;3"4) ) associated to the minimization of

(11). It is clear that this procedure has a lower computational
load than the one in OLS. To give an idea of what has been
claimed, a short example will show the saving in case of re-
alistic parameters.

s.t. cos(

Example. The computation is lower if at least
(Q—2)k* xk* < k*°
indeed, the same inequality can be written as
Q-2 <1,

which is always true for Q > 3 assuming k = 3.

It is also possible to repeat the estimation for all the Q
quadruples in order to average the Q final estimations, but the
method is advantageous with respect to OLS only for Q > 4.

Moreover, not all the quadruples could be useful. This
means that a quadruple could have GCCs with too many
anomalies and generate a too large element of the sum in (11)
with respect to a fixed threshold. In this case that quadruple
should be discarded from the mentioned sum and formula
(11) should be normalized on the number of useful quadru-
ples for a fair minimization.

3.1 Numerical Results

A synthetic environment has been simulated according to the
Image Method [1]. Room dimensions are 10 X 6.6 x 3[m]
and the reverberation time has been varied from anechoic up
to 2s. A number of Q = 4 quadruples has been placed on
4 different walls, recording a single source emitting white
noise to which other uncorrelated noise has been added such
to have SNR = 20dB. We have used a sampling frequency of
fs =48KHz and a frame length of 4096 samples.

Localization Root Mean Square Error (RMSE) has been
evaluated both for OLS [6] (Figure 3) and Simplified OLS
(S-OLS) (Figure 2) over 100 independent Monte-Carlo tri-
als, showing a similar performance in both cases. The prob-
ability of anomalies [7] P4 has been evaluated by averaging
the anomalies on the 4 couples belonging to the quadruples
used for the initial guess (Figure 4). P4 for S-OLS is evalu-
ated only on the useful frames, that are the ones that have not
been discarded because of a minimum value of (11) higher
than a fixed threshold. P is larger for the simple GCC-PHAT
with respect to S-OLS. In any case, nevertheless, when k is
increased S-OLS shows a slight increasing of P4 for the same
Tso. Although this behavior, in Figure 5 it is claimed that, in-
creasing k, the probability of missed localization gets lower
increasing Tgg.
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Figure 2: Position estimation RMSE versus Reverberation
Time (Tgo) with SNR=20dB, comparing the simplified OLS
(S-OLS) with a different number of k peaks.
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Figure 3: Position estimation RMSE versus Reverberation
Time (T50) with SNR=20dB, comparing OLS with a different
number of k peaks.
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Figure 4: Probability of Anomalies versus Reverberation
Time (Typ) with SNR=20dB, comparing the simple GCC-
PHAT with the simplified OLS (S-OLS) with a different
number of k peaks with SNR=20dB.

4. CONCLUSION

A new simplified and more efficient version of the OLS algo-
rithm, named simplified OLS (S-OLS), has been introduced.
The proposed algorithm is able to estimate acoustic source
position and shows successful results in terms of compu-
tational cost and localization performance. Some numeri-
cal results show the effectiveness of the proposed approach
and demonstrate that it can solve the problem with a minor
amount of computational load. The accuracy of the localiza-
tion has been evaluated in terms of RMSE which is widely
used in literature.

Future works on this topic will deal with directive sources
and microphones displacement.
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Figure 5: Probability of Missed Localization versus Rever-
beration Time (75p) with SNR=20dB, comparing the simpli-
fied OLS (S-OLS) with a different number of k peaks.
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