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Abstract. A response variation (RV) element is intro-
duced to control the consistency of the wideband beam-
former’s response over the frequency range of interest at the
look direction. By constraining the value ofRV in different
ways, we develop two novel adaptive wideband beamform-
ers based on the traditional least mean square (LMS) adapta-
tion and the convex optimization method, respectively. Both
beamformers can achieve an improved output SINR com-
pared to the conventional Frost beamformer due to their in-
creased number of degrees of freedom in suppressing the in-
terferences, as shown in simulations.
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1. INTRODUCTION

Due to its wide applications in sonar, radar, and wireless
communications, wideband adaptive beamforming has been
studied extensively in the past for signal enhancement and
interference suppression [1, 2]. Given the direction of arrival
(DOA) information of the signal of interest, many traditional
beamforming techniques can work effectively and achieve
a satisfactory output signal-to-interference-plus-noise ratio
(SINR) [3, 4, 5, 6]. One of the most well-known wideband
beamformers is the linearly constrained minimum variance
(LCMV) beamformer or the Frost beamformer [7], which
minimizes its output power while preserving a unity gain
at the look direction or subject to some more complicated
constraints. Suppose the signal of interest comes from the
broadside of the array, then a simple formulation of the con-
straints can be obtained without resort to the more compli-
cated eigenvector constraint design approach [8]. However,
one problem with this simple formulation is that the beam-
former will be over-constrained when we are not interested
in the full range of normalised frequencies. Moreover, we
may not need to constrain the beamformer response over the
frequency range of interest to be exactly unity and some vari-
ation can be allowed so that more freedom can be allocated
to suppressing the interfering signals. The variation in fre-
quency response can be compensated at a later stage after the
interfering signals have been suppressed sufficiently.

In this paper, we will introduce a simple soft-constrained
approach to wideband minimum variance beamforming to
address the above two problems in traditional LCMV beam-
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Figure 1: A general wideband beamforming structure

forming. A response variation (RV) constraint will be intro-
duced first to control the frequency response of the beam-
former at the look direction, and then two wideband beam-
formers based on theRV constraint will be proposed. The
first one is an online LMS-type (least mean square) adap-
tive method following the derivation of the Frost algo-
rithm [7]; the second one is based on a set of soft con-
straints with its solution provided by convex optimization
[9, 10, 11, 12, 13, 14]. Both of them can achieve an improved
output SINR compared to the conventional Frost beamformer
due to its increased number of degrees of freedom in sup-
pressing the interference.

This paper is organized as follows. The wideband beam-
forming structure with tapped delay-lines (TDLs) or FIR fil-
ters is reviewed briefly in section 2. Formulation of the Frost
beamformer and its solution is given in section 3. The first
proposed wideband beamformer is provided in section 4 and
the second one by convex optimization provided in section 5.
Simulation results are given in section 6 and conclusions are
drawn in section 7.

2. WIDEBAND BEAMFORMING STRUCTURE

A wideband beamforming structure based on a uniformly
spaced linear array is shown in Fig. 1. Its response as a func-
tion of the signal frequencyω and arrival angleθ can be
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written as

R̃(ω ,θ ) =
M−1

∑
m=0

J−1

∑
k=0

wm,ke
− jmω∆τe− jkωTs

, (1)

where∆τ = d
c sinθ , Ts is the delay between adjacent samples

in the attached tapped delay-lines (TDLs),d is the adjacent
sensor spacing of the array, andc is the wave propagation
speed.

With the normalized angular frequencyΩ = ωTs, we ob-
tain the response as a function ofΩ andθ

R(Ω,θ ) =
M−1

∑
m=0

J−1

∑
k=0

wm,ke
− jmµΩsinθ e− jkΩ with µ =

d
cTs

. (2)

We can rewrite the response in a vector form

R(Ω,θ ) = wTs(Ω,θ ), (3)

wherew is the coefficient vector defined as

w = [w0,0, · · ·wM−1,0 · · ·w0,J−1 · · ·wM−1,J−1]
T

, (4)

ands(Ω,θ ) is theMJ×1 steering vector given by

s(Ω,θ ) = sTs(Ω)⊗ s∆τ(Ω,θ ) , (5)

with ⊗ denoting the Kronecker product, and

sTs(Ω) = [1,e− jΩ
, · · · ,e− j(J−1)Ω]T , (6)

s∆τ(Ω,θ ) = [1,e− jµΩsinθ
, · · · ,e− j(M−1)µΩsinθ ]T . (7)

3. THE FROST BEAMFORMER

Suppose the signal of interest comes from the broadside of
the array (θ = 0). Then the Frost beamformer can be formu-
lated as follows

min wTRxxw subject to CTw = f, (8)

whereRxx is the covariance matrix of the received array sig-
nal

Rxx = E[x(n)x(n)T ] (9)

with

x(n) = [x0(n), · · · ,xM−1(n), · · · ,

x0(n−J+1), · · · ,xM−1(n−J+1)]T .

(10)

C is anMJ×J constraint matrix

C =











1M 0M · · · 0M

0M 1M · · · 0M
...

...
. . .

...
0M 0M · · · 1M











, (11)

where1M and0M are theM × 1 column vectors containing
ones and zeros, respectively.f is theJ×1 constraint vector
with one entry being 1 and all the others being zero.

An online LMS-type solution to the problem in (8) is
given as follows [7],

w(n+1) = w(0)+ P[w(n)− µe(n)x(n)] (12)

with
w(0) = C(CTC)−1f, (13)

P = I−C(CTC)−1CT
, (14)

and
e(n) = y(n)

= w(n)Tx(n),
(15)

whereµ is the step size.

4. ADAPTIVE BEAMFORMER WITH THE
RESPONSE VARIATION CONSTRAINT

Given the constraints of the Frost beamformer in (8), the
unity gain is preserved at the broadside direction over all pos-
sible frequencies. As mentioned in the Introduction part, in
many cases, the frequency range of interest is not the entire
normalised frequency band and it is not necessary to main-
tain an exact unity gain over the frequency range of interest
either. Applying the constraints only to the frequency range
of interest and reducing the consistency of the beamformer’s
response at the look direction over the operating frequency
range simultaneously will leave more degrees of freedom for
the beamformer to suppress the interfering signals.

For this purpose, we introduce a new element in the de-
sign to control the beamformer’s response over the frequency
range of interest at the look direction, which is called re-
sponse variation (RV) [13, 15, 16]. In a general form, it is
defined as

RV =

∫

ΩI

∫

ΘFI

|wTs(Ω,θ )−wTs(Ωr ,θ )|2dΩdθ

=wTQw
(16)

with

Q =
∫

ΩI

∫

ΘFI

ℜ{(s(Ω,θ )− s(Ωr ,θ )

(s(Ω,θ )− s(Ωr ,θ )H}dΩdθ ,

(17)

whereΩI is the frequency range of interest,ΘFI shows the
DOA range over which theRV parameter is measured,Ωr

is the reference frequency,ℜ{•} denotes the real-part of its
variable, and we have assumed thatw is real-valued. Clearly
RV is a measurement of the Euclidean distance between the
response atΩr and that at all the other operating frequencies
over a range of directions over which RV is measured. When
RV is zero, the beamformer has a consistent frequency in-
variant response over the frequency rangeΩI and the DOA
rangeΘFI .

Since we only consider the look directionθ0, ΘFI is re-
duced to a single DOA angle point. Then (16) and (17)
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change to

RV0 =

∫

ΩI

|wTs(Ω,θ0)−wTs(Ωr ,θ0)|
2dΩ

=wTQ0w
(18)

and

Q0 =

∫

ΩI

ℜ{(s(Ω,θ0)−s(Ωr ,θ0)(s(Ω,θ0)−s(Ωr ,θ0)
H}dΩ,

(19)
respectively.

To control the consistency of the frequency response of
the beamformer atθ0 and also make sure the beamformer has
roughly a unity response, we can minimizeRV0 and simulta-
neously constrain the beamformer’s response at(Ωr ,θ0) to
be unity, given by

s(Ωr ,θ0)
Hw = 1. (20)

Then the complete formulation for the proposed mini-
mum variance beamformer can be obtained by combining
(18) and (20) along with minimizing the output power of the
beamformer, which is given by

min wT(Rxx+ β Q0)w

subject to s(Ωr ,θ0)
Hw = 1,

(21)

whereβ is a real-valued trade-off parameter between the fre-
quency invariant property at the look direction and the out-
put power of the beamformer. A largerβ will increase the
consistency of the resultant beamformer’s response over the
frequency range of interest at the look direction.

Note thats(Ωr ,θ0) is complex-valued and we can change
the single complex constraint into two real ones as follows

C̃
T

w = f̃ (22)

with C̃ = [ℜ{s(Ωr ,θ0)},ℑ{s(Ωr ,θ0)}] andf̃ = [1,0]T , where
ℑ{•} denotes the imaginary part. Then we can change (21)
to

min wT(Rxx+ β Q0)w

subject to C̃
T

w = f̃.
(23)

Similar to the Frost beamformer solution in (12), we can
easily derive an online LMS-type algorithm for the new prob-
lem in (23), as given in the following

w(n+1) = w(0)+ P{w(n)− µ [e(n)x(n)+ β Q0w(n)]}
(24)

with

w(0) = C̃(C̃
T

C̃)−1f̃ (25)

and

P = I− C̃(C̃
T

C̃)−1C̃
T
. (26)

5. THE WIDEBAND BEAMFORMER BASED ON
CONVEX OPTIMIZATION

In this section, we propose another wideband beamformer
based on convex optimization, which can control the con-
sistency of the beamformer’s response directly over the fre-
quency range of interest at the look direction.

To achieve this, we limitRV0 defined in (18) to a small
positive valueδ by imposing the following constraint

RV0 ≤ δ . (27)

Combining (27) and (22) together and minimizing the
output power of the beamformer simultaneously, we have the
following formulation

min wTRxxw

subject to RV0 ≤ δ

C̃
T

w = f̃.

(28)

To solve the problem in (28) using the convex optimiza-
tion method, we need to transformRV0 andwT Rxxw to

RV0 = wTQ0w

= ‖LT
1 w‖2 (29)

and
wT Rxxw = ‖LT

2 w‖2
, (30)

respectively, whereL1 = V1U
1
2
1 andL2 = V2U

1
2
2 with U1 and

U2 being the diagonal matrices including all the eigenval-
ues ofQ0 andRxx, respectively, andV1 andV2 being the
eigenvector matrices containing the corresponding eigenvec-
tors,respectively.

Then a complete formulation based on the convex opti-
mization method is obtained as follows

min ‖LT
2 w‖

subject to ‖LT
1 w‖ ≤ δ

C̃
T

w = f̃.

(31)

6. SIMULATIONS

We consider a uniform linear array withM = 10 sensors and
a TDL length ofJ = 20. The array spacing is assumed to
be half the wavelength corresponding to the maximum nor-
malized signal frequencyπ so thatµ = 1. The frequency
range of interest is[0.6π π ] andΩr = 0.9π . It is assumed
that the desired signal comes from the broadside direction,
with a signal-to-noise ratio (SNR) of 10 dB. Two wideband
interferences arrive from the directionsθI = −30◦ and 20◦,
respectively, with a signal-to-interference ratio (SIR) of −10
dB.

First we compare the performance of the proposed adap-
tive beamformer in (24) and the Frost beamformer in (12).
The step sizeµ is 0.000004 for both cases and three values
of the trade-off parameterβ are used with 10, 1 and 0.1, re-
spectively.
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Figure 2: The resultant beam pattern for the proposed beam-
former in (24) withβ = 10.
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Figure 3: Convergence of the output SINR for the Frost
beamformer in (12) and the proposed method in (24).

The resultant beam pattern by the proposed method in
(24) withβ = 10 is given in Fig. 2, which shows a good per-
formance in terms of both frequency response consistency
at the look direction and interference suppression. Fig. 3
shows the learning curve for the output SINR versus the it-
eration numbern for both the Frost beamformer and the pro-
posed one, which is obtained by averaging 200 simulation
results. We can see clearly that the proposed beamformer
in (24) can lead to an improved output SINR compared to
the Frost beamformer in (12); moreover, withβ decreasing,
a better output SINR has been achieved, which can be ex-
plained by the fact that more degree of freedom is released
for interference suppression by relaxing the consistency con-
straint at the look direction. We also give the output SINR re-
sult versus the input SNR for both the proposed beamformer
and the Frost beamformer, as shown in Fig. 4. It can be
observed that the proposed beamformer can always achieve
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Figure 4: Output SINR versus input SNR for the Frost beam-
former in (12) and the proposed one in (24) .
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Figure 5: Frequency response at the look direction for the
Frost beamformer in (12) and the proposed one in (24).

a better output SINR for any given value of the input SNR.
The resultant frequency responses at the look direction by the
Frost beamformer and the proposed one are shown in Fig. 5,
where we can see that the Frost beamformer has exactly an
unity response over all frequency components at the look di-
rection, while with a decreasingβ , the frequency response
consistency of the proposed beamformer becomes poor, as
expected.

Finally we give a simulation result for the proposed con-
vex optimization based beamformer in (31) withδ = 0.001.
Its resultant beam pattern is shown in Fig. 6, with a good
response consistency at the look direction and an effective
attenuation to the interfering directions.
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Figure 6: The resultant beam pattern using the proposed
method in (31) withδ = 0.001.

7. CONCLUSION

A response variation (RV) constraint has been introduced to
adaptive wideband beamforming for a more effective con-
trol of the beamformer’s response and its SINR performance.
Some additional degrees of freedom are released for the
beamformer to suppress the interfering signals by applying
such a constraint only to the frequency range of interest and
reducing the consistency of the beamformer’s frequency re-
sponse at the look direction. This constraint can be incor-
porated into the beamformer in two different ways, leading
to two different formulations. Both of them can achieve an
improved output SINR compared to the conventional Frost
beamformer, as shown by simulations.
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