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ABSTRACT

Even after almost three decade of research on automatic
face recognition, identification results cannot be considered
comparable to superior biometrics. Reasons have been at-
tributed to various modes of variations such as pose, illumi-
nation and expression. With the advent of video based face
recognition a decade ago we were presented with some new
opportunities, algorithms were developed to take advantage
of the abundance of data and behavioral aspect of recogni-
tion. But this modality introduced some new challenges al o,
one of them was the variation introduced by speech. In this
paper we present a novel method of handling this variation
by selecting keyframes from videos based on the temporal
analysis of lip motion. Evaluation was carried out by com-
paring face recognition results obtained by using keyframes
selected by the proposed method and frames randomly se-
lected from the videos.

1 INTRODUCTION

Automatic Face Recognition (AFR) is a domain thed- p
vides various advantages over other biometricd) siscac-
ceptability and ease of use, but due to the cutrents, the
identification rates are still low as compared torentradi-
tional biometrics, such as fingerprints. Image Hasce
recognition [1], was the mainstay of AFR for seVetac-
ades but quickly gave way to video based AFR withdr-
rival of inexpensive video cameras and enhancecegsging
power.

Video AFR also has several advantages over imagedba
techniques, the two main being, more data for piesled
techniques, and availability of temporal informatidech-
niques that do not take advantage of temporal rimfdion
are mostly extensions of image based algorithmptadéeor
video such as statistical models [2], kernel bagjdor
GMM based [4]. Technique that use temporal inforomat
can be further divided as Holistic, Feature basedtybrid.
In Holistic approaches, [5] computes a discreteeitbmo-
graphy to summarize the head and facial dynamices -
guence into a single image. In [6] Aggarwal ehalve mod-
eled the moving face as a linear dynamical systsimguan

used for identification. The Hybrid approach conasirho-
listic and feature based methods, Colmenarez ehdB]
have proposed a Bayesian framework which combiaes f
recognition and facial expression recognition tgriave
results.

Degraded performance in face recognition has mdsbn
attributed to three main sources of variation ie tuman
face, these being pose, illumination and express®h
these, pose has been quite problematic both Effists on
the recognition results and the difficulty to compate for
it. Techniques that have been studied for handbioge in
face recognition can be classified in 3 categoriiest are
the ones that estimates an explicit 3D model offéice [9]
and then use the parameters of the model for pospen-
sation, second are subspace based such as eigeriSpac
And the third type are those which build separatespaces
for each pose of the face such as view-based gigees
[10].

Managing illumination variation in videos has beeta-
tively less studied as compared to pose, mostlgérzmsed
technigues are extended to video. The two classicage
based techniques that have been extended for widt&o
relative success are illumination cones [11] and 3D
morphable models [9]. Lastly expression invariauef rec-
ognition technique can be divided in two categoffiest are
based on subspace methods that model the faciainef
tions, such as by Tsai et al. [12]. Next are teghes that use
morphing techniques, like Ramachandran et al. [48ip
morph a smiling into a neutral face.

In this paper we have focused on another mode riditicn
that has been conveniently neglected by the relsezmm-
munity caused by speech. The deformation causelipby
motion during speech can be considered a majorecafis
low recognition results, especially in videos thave been
recorded in studio conditions where illuminationd gyose
variations are minimal. We propose a key frame ctiele
method that, given a group of videos for a pergpeating
the same phrase in all videos, studies the lipandti one
of the videos and selects key frames based ortexion of
significance (optical flow). Next we search thesy kames
from the first video with the rest of the videostbé same

autoregressive and moving average (ARMA) model. Theerson, within a predefined window created aroinedaoca-

second group exploits individual facial featureige Ithe
eyes. In [7], they propose to use the optical flewtracted
from the motion of the face for creating a featuestor
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tion where the key frames were located in the fideo.
For evaluation of our proposed method we use thssidal
eigenface algorithm to compare key frames selelsyethe
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proposed method and random frames to observe the im

provement in a face recognition scenario.

The rest of the paper is divided as follows. Intec2 we
elaborate the proposed key frame selection metho8ec-
tion 3 we give a face recognition method, aftet thea re-
port and comment our results in section 4 andlfinalsec-
tion 5 we give the concluding remarks and futurekso

2. PROPOSED METHOD

The proposed method consists of two modules, irfithe
module we propose a key frame selection method ghagn

a group of videos for a person repeating the samasp in
all videos, studies the lip motion in one of theeds and
selects key frames based on a criterion of sigaifie (opti-
cal flow). The next module then compares the motibn
these key frames with the rest of the videos arecte
frames with similar motion as key frames. Thesenfa will

be later compared with random frames using thesiciak
eigenface algorithm to observe the improvement face

recognition scenario.

21 Key Frame Selection

The aim of this module is to select key frames fitbmnfirst
video of the group of videos for a specific pers@iven a
group of videosy; for the persorp, wherei is the video in-
dex in the group, this module takes the first vidgofor
each person as input and selects key frafigs, that are
considered useful for matching with the rest of widgeos.
The criterion for significance is based on amouritpomo-
tion, hence frames that exhibit more lip motiorcespared
to the frames around them are considered signifidarst
for the videoV; the mouth region of intereddl; for each

(a) (b)
Fig. 1 (a) Lip ROL. (b) LK optical flow.
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Fig. 2. Mean Optical flovDf; for Video

The next step is to select key frangs based on the mean
optical flow Of,, if we select frames that exhibit maximum
motion there is a possibility that these frameshmig in
close vicinity to each other. Thus we decideditidé the
video into predefined segments and then selectirdme
with local maxima as key frames.

for t — 1to (N — D) with increments of D
SF, = Frame with value (max(Of, to Of ,))
end

)

WhereD:E
k

framet is isolated based on tracking points provided withyhereN is the total number of frames in the vidkds the

the database. Then frame by frame optical flonalsiudated
using the Lucas Kanake method (cf. Fig. 1.) for ¢ndire
video resulting in a matrix of horizontal and veati motion
vectors. As we are interested in a general degmmijgtf the
amount of motion in the frame we then calculate @hso-
lute mean of the motion vectos; for each framé.

fort « 1toN-1
[Unng Vinne] = LK (M1, ML)

Of =33 (@bs(uyy,) + abs(vy )

m=1 n=1

1)
end

WhereN is the number of frames in the videp, LK() cal-
culates the Lucas Kanade optical flow,n; Vimn: are the
horizontal and vertical components of the motiontoes at
row m and columm of the framet.

number of key frames, its value is predefined anbtased
on the average temporal length of the videos indtabase
and will be given in the experiments and resultsise.

22 Key Frame Matching

In the previous module we have selected some layds
from the first video of a person and in this moduketry to
match these frames with the remaining videos ingttoeip.
This module can be broken down into several subtesd
the first one is a feature extractor where we e two
features related to lip motion. The second is agnadent
algorithm that aligns the extracted lip featurefol®ematch-
ing, and the last sub-module is a search algorithat
matches the lip features using an adapted meamesquar
algorithm. This results in the key frame mat#x for each
person.

2.2.1 Feature Extraction

For the matching algorithm we have studied theability
of two lip features, the first one is quite simphe mouth
ROI (Ml as used in the previous module, the second is
based on lip shape and appearah&) and its extraction
is described below:

Color Transform: The first step is to transform the color
space so as to enhance the difference betweerkitharsd
lip. From several color transform proposed in ftiterature
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we have selected the one proposed by [14], It finek in

eg. 3.
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Lip Contour Detection: The next step is the extraction of
the outer lip contour, for this we have used actigatours.
The contour was initialized as an oval, half theesif the
ROI with node separation of four pixels.

= -

'@r .
(@ (© (d)

" ¢
(b)

Fig. 3. (a) Lip ROI. (b) Colour transform. (c) Seaédge.

(d) Lip SA.

Feature Definition and Extraction: Finally the back-
ground is removed based on the outer lip contdoe. fihal
feature is depicted in Fig. 3. It contains the shagforma-
tion in the form of lip contour and the appearaasepixel
values inside the outer lip contour. Thus the featmnagel
may consist of eithavll,or LSA,

2.2.2. Alignment

Before the actual matching step, it is imperatikat tthe

D

created in the remaining video centered at thetilmtaf the
key frame from the first video given k).

Where S is the final matrix that contains the key frames
for all the videos/; for one person.

3. PERSON RECOGNITION

Classification was carried out using the classeagénface
technique [15]. The pre-processing step consisthigtb-
gram equalisation and image vectorisation (imagelpiare
arranged in long vectors).
We apply a linear transformation from the high disienal
image space, to a lower dimensional space (cdfleddace
space). More precisely, each vectorised im&gds ap-
proximated with its projection in the face spageby the
following linear transformation:
v, =W'(s,~p) (5)
where W is a projection matrix with orthonormal wohs,
andp is the mean image vector of the whole training set

(6)

being that some feature images maybe naturallpedigand

set, ands, is then-th vectorised image belonging to video

thus have unfair advantage in matching. The alignme ®;- The optimal projection matrix W is computed usthg

process is based on minimization of mean squa® ba-
tween feature images.

2.2.3. Key Frame Matching

The last module consists of a search algorithmghviies
to find frames having similar lip motion as keyrfras se-
lected from the first video in the remaining videdbe al-

gorithm is based on minimizing the mean squarererro

adapted for sequences of images.

Let Jiwiw e the feature image, whekeis the key frame
index, f(k) is the location of the key frame in the vidéo,
describes the video number amdhe search window, which
is fixed to +/-5 frames. Thus the search algorittifq. 4)
tries to find key frame&F; by matching the current feature
image Ji1 previous feature imagé.11 and the future
feature image.11 from the first video with the remaining
videos within a search window. The search window is

for k —1toNoof Synchonization Frames
fori — 2to Noof Videos Per Person
for w — f(k)-5to f(k) +5

ZZ (@ f (k)—1,1)2 B (J f (k)—],i,w)z) + Z Z (( f (k);L)2 - (J £ (k)i ’W)z) + ZZ (¢ f (k)+],1)2 B (‘] f (k)+],i,w)2)

principal component analysis (PCA).

After the image data set is projected into the fgmace, the
classification is carried out using a nearest riggin classi-
fier which compares unknown feature vectors witkent
models in feature space. The similarity measuretadoS,
is inversely proportional to the cosine distance:

vy,

) 7
ly; My; Il @

S(y; yj) =1-

and has the property to be bounded into the int§dya].

@)

Sk =argmin M*N)
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4. EXPERIMENTSAND RESULTS

In this section we elaborate the experimental satgpdis-
cuss the results obtained. Tests were carried @t subset
of the Valid database [17], which consists of 106jects.

The database contains five sessions for each suhjbere
one session has been recorded in studio conditibiie the

others in uncontrolled environments such as th&efbr

corridors. In each session the subjects repeasahee sen-
tence, “Joe took father's green shoe bench oug.vitkeos
contain head and shoulder region of the subjects tha

subjects are present in front of the camera forenkibgin-
ning till the end.

Fig. 4. Image example from Valid Database

The first videoV; was selected for the key frame selection

module and the rest of the 4 videos were then redtetith
the first video using the key frame matching module

To estimate the improvement due to our selecti@mtgss
we have compared the key fran®#§ generated by our al-
gorithm to randomly selected frames from the videsing
the person recognition module described above. firke
video was excluded from training and testing duésain-
realistic recording conditions"2and ¥ videos were used
for training and
and random frames. In our experiments the eigeespad a
dimensionality of 240.

We have created 8 datasets from our database ngahe
parameters such as selection method, the type abbirée
image and the number of key frames. The resultsame
marized in the Table 1., the first column givetadat num-
ber, the second column the method for selectingds the
first 4 datasets use the proposed key frame sategtethod
and the last 4 datasets were created by selectimdom
frames from the videos. The third column signifigsich
lip features were used in the key frame matchinglute
The fourth column is the number of key frankethat were
used for each video, in this study we have limkeéd only 7
and 10 frames as most of the video in our databasged
from 60 to 110 frames. In case of last 4 databetsiumber
of keyframes simply signifies the number of randoames
selected. The last column gives the identificatites.

Table 1. Person Recognition Results

Dat- Lio Fea-| Number | Identific-
Method P of key tion
aset ture
Frames Rates
1 Key Frame Ml 7 71.80 %
2 Key Frame MI 10 74.18 9
3 Key Frame | LSA 7 72.28 %
4 Key Frame LSA 10 74.02 %
5 Random - 7 69.01 %
6 Random - 10 69.92 %
7 Random - 7 69.64 %
8 Random - 10 68.85 %

The main result of this study is the overall impgrment of
identification results from key frames as compa@dan-
dom frames, which is evident from the Table 1. & eom-
pare the identification results from the first 4dast 4 data-
sets, it is obvious that there is an average imgrm@nt of
around 4% between the 2 group of datasets. Thendaes
sult that can be deduced is the improvement ofgmition
rates when more key frames are used. The numbkeyof
frames in the case of random frames simply signifiew
many random frames were used and as it can befiseen
the table 1, using more random frames has no ingratte
identification results. The third is insignificachange with
regards to usinll or LSA as features. Here we would like
to emphasize that the amount of testing for thersgand
third results is rather limited but this was nat thain focus
of this study.

5. CONCLUSIONS

In this paper we have presented a key frame sefeatgo-
rithm based on mouth motion for compensating viariat
caused by visual speech. The proposed algorithme we
tested in a face recognition scenario using eigentlgo-
rithm and results compared keyframes selected éyptb-

and %' were used for testing both key posed method with randomly selected frames; andwepr

ment of 4% was observed.

Further improvements to the proposed work coulihbe
form studying variation in number of key frames.oftrer
interesting improvement could be testing the metiwiith
other databases and person classifiers.
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