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ABSTRACT

This paper addresses the improvement of the signal-to-disturbance
ratio of the output-signal of an oversampling, complex-modulated
subband-coder filter-bank pair with extensive subband-signal am-
plification. The undesired non-linear disturbance is induced by the
sample rate conversion within the filter-bank pair and it is hard to
predict in dependence of the signal amplification. This has not been
considered in most current design methods, leading to high proto-
type filter lengths in order to obtain desired signal-to-disturbance
ratios.

In this paper, we propose a formulation for the design of a filter-
bank which is based on the definition of the signal-to-disturbance
ratio. The algorithm iteratively optimises the coefficients of the
prototype filters of the analysis and synthesis filter-banks using it-
eratively adapted weighting factors. We show that all iteration
steps represent quadratic constrained optimization problems, and
propose an efficient implementation. A numerical example shows
that the signal-to-disturbance ratio of the output-signal is highly
improved compared to that of standard designs.

1. INTRODUCTION

Complex-modulated (DFT) subband-coder filter-banks (filter-bank
Pairs: FBP) are widely used in multirate signal processing for uni-
form spectral decomposition [4, 9], where power consumption and,
hence, computation is crucial; e.g. mobile systems, hearing aids,
etc. In addition, both a specified output-signal quality (signal-to-
disturbance ratio) and the subband-signal quality must strictly be
maintained. To avoid excessive FIR filter lengths, suitable over-
sampling of the subband-signals by an integer factor is applied [2].
Since the output-signal degradation caused by aliasing and imag-
ing is exclusively controlled by the stopband attenuation of the FBP
prototype filters, extensive subband-signal amplification generally
leads to a significantly decreased signal quality [2]. In this con-
tribution, the design of non-recursive DFT FBP is revisited, which
provides high output-signal quality even with extensive subband-
signal amplification.

In the past, many attempts have been made to design over-
sampling, complex-modulated filter-bank prototype filter pairs with
high output-signal quality for a uniform amplification pattern [3, 8].
In [3], based on a two-criteria objective function, subband (denoted
by inband) aliasing and the FBP output disturbance (so called resid-
ual aliasing) are concurrently minimised in the frame of an iterative
design procedure: The coefficients of the prototype filters of the
analysis and the synthesis filter-bank, AFB and SFB, are alternately
optimised and allow for controlling the distortion function at each
frequency point. In a similar design approach [8], the main focus is
on minimising the FBP output disturbance by alternatingly optimis-
ing the AFB and SFB prototype filters, respectively. In a different
approach [1, 6] (and partially published in [2]), the mechanisms of
the aliasing and imaging disturbances of oversampling DFT FBP
are thoroughly investigated. As a result, an overall specification of
the AFB and SFB prototype filters with frequency-dependent stop-
band requirements are derived to maintain a prescribed minimum
value of the signal-to-disturbance ratio of the output-signal that is
essentially independent of subband-signal manipulation.

This contribution is organised as follows: In section 2, we
give a brief description of oversampling complex-modulated FBP,
along with the definition of the frequency-dependent signal-to-
disturbance ratio. Next, in section 3, we discuss the basic idea of
the proposed approach and assess the expected performance. Sub-
sequently, in section 4, the objective functions and constraints are
derived. The details and an efficient implementation of the optimi-
sation procedure are presented. An illustrative example is shown in
section 5, followed by concluding remarks.

2. OVERSAMPLING COMPLEX-MODULATED FIR
FILTER-BANK PAIRS

For an oversampling complex-modulated I-channel filter-bank with
additional subband-signal amplification ξl , l ∈ {0, . . . , I−1}, as
shown in fig. 1, the AFB filters are derived from a common real-
valued FIR prototype filter [4, 9]

H (zi) =
Nh−1

∑
k=0

h(k) · z−k
i = hT ·φh (zi) , (1)

by modulation (frequency shifting) according to

H l (zi) = H
(

ziW
l
I

)

, l ∈ {0, . . . , I−1} , (2)

where WI = e−j2π/I , h = [h(0) ,h(1) , . . . ,h(Nh−1)]T contains
the Nh coefficients of the impulse response and φh (zi) =
[

1,z−1
i , . . . ,z

−(Nh−1)
i

]T
comprises the associated delays. Similarly,

all SFB filters are derived from a common real-valued FIR proto-
type filter

G(zi) =
Ng−1

∑
k=0

g(k) · z−k
i = gT ·φg (zi) , (3)

according to

Gl (zi) = G
(

ziW
l
I

)

, l ∈ {0, . . . , I−1} , (4)

with the coefficient vector g =
[
g(0) ,g(1) , . . . ,g

(
Ng−1

)]T
and

the delay vector φg (zi) =
[

1,z−1
i , . . . ,z

−(Ng−1)
i

]T
.

The real-valued input signal x (n)
zT
←→ X (zi) in fig. 1 is si-

multaneously passed through all AFB channel filters H l (zi), l ∈
{0, . . . , I−1} and subsequently downsampled by a factor of M,
yielding the subband-signals

X l (zn) =
1

M

M−1

∑
k=0

H l

(

z
1/M
n W k

M

)

·X
(

z
1/M
n W k

M

)

, (5)

where l ∈ {0, . . . , I−1}, and the alias component representation is
used [4, 9]. Next, each subband-signal is individually amplified by
the factor ξl , l ∈ {0, . . . , I−1}, yielding

Y l (zn) = ξl ·X l (zn) , l ∈ {0,1, . . . , I−1} . (6)
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Figure 1: Uniform Oversampling filter-bank pair, oversampling fac-
tor O = I/M ∈ N

In the SFB, the amplified and M-fold upsampled subband-signals

Y l

(
zM
i

)
= Y l (zn) are combined to form the z-domain output-signal

representation [4]

Y (zi) =
I−1

∑
l=0

Gl (zi) ·Y l

(

zM
i

)

. (7)

Inserting the upsampled form of (5) into (6) and (7), we obtain

Y (zi) =

S (zi)
︷ ︸︸ ︷

1

M

[
I−1

∑
l=0

ξl ·H l (zi) ·Gl (zi)

]

·X (zi) (8)

+
1

M

M−1

∑
k=1

[
I−1

∑
l=0

ξl ·H l

(

ziW
k
M

)

·Gl (zi)

]

·X
(

ziW
k
M

)

︸ ︷︷ ︸

.

N (zi)

Obviously, the output-signal representation Y (zi) depends not only
on the input signal X (zi), but also on the M− 1 modulation com-

ponents X
(
ziW

k
M

)
, k ∈ {1, . . . ,M−1}. These modulation compo-

nents are induced by the sample rate conversion and are considered
as undesired multirate disturbance (aliasing & imaging). In (8) all
these multirate components are combined to N (zi). The remain-
ing part S (zi) represents the desired transfer characteristics of the
filter-bank pair, e.g. in case of hearing aids, it is supposed to re-
flect the amplification pattern applied to the subband-signals. The
corresponding transfer function of the zeroth (k = 0) modulation
component is considered as the distortion function [4, 9]

Fdist (zi) =
1

M

[
I−1

∑
l=0

ξl ·H
(

ziW
l
I

)

·G
(

ziW
l
I

)
]

. (9)

Inserting (1) and (3) into (9) for the case of a uniform amplification
pattern ξl = 1, l ∈ {0, . . . , I−1}, we obtain the matrix representa-
tion

Fdist (zi) = hT ·Ψ(zi) ·g, (10)

with the Nh×Ng matrix

Ψ(zi) =
1

M

I−1

∑
l=0

φh

(

ziW
l
I

)

·φT
g

(

ziW
l
I

)

. (11)

Performance Measure

In order to determine the potential of a FBP design algorithm to re-
duce the undesired disturbance N (zi) for any subband-signal am-
plification pattern, we introduce the frequency-dependent signal-to-
disturbance ratio (SDR) for all of the I subbands of the FBP

SDRκ
dB = 10 · log10









(κ+1)· 2π
I

´

κ· 2π
I

∣
∣
∣
∣

I−1

∑
l=0

ξl ·H l(ejΩ)·Gl(ejΩ)
∣
∣
∣
∣

2

dΩ

M−1

∑
k=1

(κ+1)· 2π
I

´

κ· 2π
I

∣
∣
∣
∣

I−1

∑
l=0

ξl ·H l(ejΩW k
M)·Gl(ejΩ)

∣
∣
∣
∣

2

dΩ









, (12)

where κ ∈ {0, . . . , I−1} . It can be shown that for a white-noise
input signal the integrand in the numerator corresponds to the power

spectral density function (PSD) of S
(
ejΩ
)

and the integrand in the

denominator corresponds to the mean PSD of N (zi).

3. BASIC APPROACH

The basic idea of the optimisation procedure is explained best with
an example. We choose a realistic FBP with I = 64 channels
and downsampling/interpolation factor M = 16. Hence the over-
sampling factor O = I/M = 4. We use the symmetric ’ski-slope’
subband-signal amplification pattern [2]

ξl =







1, l ≤ 10

10
l−10

8
· 60

20 , 10≤ l ≤ 17

10
60
20 = 1000, 18≤ l ≤ 32

(13)

Next, we design FBP prototype filters according to the method
in [8]. The passband- and stopband-edge frequencies of the cor-
responding filter-bank prototype filters are Ωp = π/64 and Ωs =
π/16, respectively [8]. We require min

κ∈{0,...,I−1}
{SDRκ} ≥ 50dB

for the above amplification pattern. The smallest prototype filter
lengths of the AFB and SFB which meet this demand are Nh = 99
and Ng = 112.

Fig. 2 shows the logarithmic frequency-dependent SDR (12)
for the ’ski-slope’ amplification pattern along with the frequency-
dependent SDR (grey colored) for a uniform amplification pattern,
which exhibits a constant value of 88.7dB.
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Figure 2: Frequency-dependent SDR for Nh = 99 and Ng = 112.

Since the method in [8] minimizes the non-linear distur-
bance N (zi) for the case of a uniform amplification pattern ξl =
const., ∀l ∈ {0, . . . , I−1}, consequently for the ’ski-slope’ am-
plification pattern (13) the disturbance is not minimal and the
frequency-dependent SDR drops from approximately 90dB down

to 50dB1. In order to obtain the minimal disturbance for the ’ski-
slope’ amplification pattern the exceeding frequency bands with up
to 90dB have to be relieved thus creating scope for the improvement
of the weak ones. This is the basic idea of the proposed method. As
a result the minimum value of 50dB might be obtained with signif-
icantly lower prototype filter lengths.

This idea is based upon the unproven assumption, that among
all prototype filter pairs of identical length the one with SDRκ ≈
const., ∀κ ∈ {0, . . . , I−1} exhibits the largest min

κ∈{0,...,I−1}
{SDRκ}.

4. ITERATIVE FILTER-BANK DESIGN

Next, we explore the means to implement this basic idea. To this
end we examine the definition of the frequency-dependent SDR ac-
cording to (12). We see that the integrand in the numerator corre-

sponds to
∣
∣Fdist

(
ejΩ
)∣
∣
2
, which however is fully determined by the

1Similar drop-off of the frequency-dependent SDR is also observed with

prototype filters obtained according to the method in [3].
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transfer characteristics of the filter-bank [7]. As a consequence only
the denominator of (12) has an impact on the frequency-dependent
SDR

M−1

∑
k=1

(κ+1)· 2π
I

ˆ

κ · 2π
I

∣
∣
∣
∣
∣

I−1

∑
l=0

ξl ·H l

(

ejΩW k
M

)

·Gl

(

ejΩ
)
∣
∣
∣
∣
∣

2

dΩ, (14)

where κ ∈ {0, . . . , I−1}. In order to implement the basic idea the
above expression has to be increased in magnitude for the over-
loaded frequency bands (or the corresponding indices κ respec-
tively), such that the SDR is reduced in these frequency bands.
Similarly, (14) is decreased for all indices κ which correspond to
the weak frequency bands, thus improving the SDR.

Since the integrand in the denominator corresponds to the mean
PSD of N (zi) in (8), the presented approach implies a shap-
ing of the disturbance (equivalent to noise shaping). According
to the above assumption, the optimum is reached when SDRκ ≈
const., ∀κ ∈ {0, . . . , I−1}, which is met only if both integrands
(hence the PSD) are identical except for a constant scaling factor.

In the following an iterative approach to the implementation of
the basic idea is presented. It consists of two constrained optimiza-
tions subproblems, alternatingly applied for the design of the AFB
prototype filter and the SFB prototype filter, respectively. The ob-
jective functions maintain a high output-signal quality, whilst the
distortion function (9) is controlled by the constraints.

4.1 AFB prototype filter

We define the following single objective functions

αh (η) =
M−1

∑
k=1

I−1

∑
l=0

(η+1)· 2π
I

ˆ

η · 2π
I

∣
∣
∣ξl ·H l

(

ejΩW k
M

)

·Gl

(

ejΩ
)∣
∣
∣

2
dΩ, (15)

where η ∈ {0, . . . ,I−1}, which are subsequently combined using
weighting factors wη > 0

α̃h =
I−1

∑
η=0

wη ·αh (η) . (16)

The weighting factors are iteratively adapted, thus allowing for re-
shaping of the frequency-dependent SDR (12). The single objective
functions αh (η) are upper estimates of (14) applying the triangle

inequality2. Furthermore for each frequency band κ in (14) we de-
fine a ∈ N separate objective functions, which yield a total number
of I = a · I objective functions. The higher resolution is not manda-
tory, however empirically better results are obtained for this reason.

Next we show that (16) is a positive definite quadratic function

with respect to h = [h(0) , . . . ,h(Nh−1)]T. To this end the inte-
grand in (15) is rewritten using (1) and (3)

∣
∣H l

(
ejΩW k

M

)
·Gl

(
ejΩ
)∣
∣
2

=
∣
∣hT ·Φl,k

(
ejΩ
)
·g
∣
∣
2

= hT ·Φl,k

(
ejΩ
)
·g ·gT ·ΦH

l,k

(
ejΩ
)
·h, (17)

with the Nh×Ng matrix

Φl,k

(

ejΩ
)

= φh

(

ejΩW l
I W k

M

)

·φT
g

(

ejΩW l
I

)

. (18)

Next we insert (17) into (15) obtaining

αh (η) = hT ·A(η) ·h, (19)

2The original formulation (14) leads to an ill-conditioned quadratic opti-

misation problem.

with the Hermitian Nh×Nh matrix

A(η) =
M−1

∑
k=1

I−1

∑
l=0

ξ 2
l

(η+1)· 2π
I

ˆ

η · 2π
I

Φl,k

(

ejΩ
)

·g ·gT ·ΦH
l,k

(

ejΩ
)

dΩ.

(20)
Matrix A(η) depends on the SFB prototype filter g of the preced-

ing optimisation step3. Therefore both optimisation steps can not
be run independently. A comparison of (15) and (19) shows for

g 6= 0 ∈R
Ng that matrix A(η) is positive definite

M−1

∑
k=1

I−1

∑
l=0

(η+1)· 2π
I

´

η · 2π
I

∣
∣ξl ·H l

(
ejΩW k

M

)
·Gl

(
ejΩ
)∣
∣
2

dΩ =

hT ·A(η) ·h > 0, (21)

since an equality sign on the right side implies η = 0, . . . ,I−1

ξ 2
l ·
∣
∣
∣H l

(

ejΩW k
M

)∣
∣
∣

2
·
∣
∣
∣Gl

(

ejΩ
)∣
∣
∣

2
= 0, ∀Ω ∈ [η,η +1] · 2π

I
, (22)

which is only satisfied for h = 0 ∈ R
Nh due to the finite amount of

zeros for FIR filters [4]. Inserting (19) into the objective function
(16), we obtain finally

α̃h = hT · Ã ·h, (23)

with the matrix

Ã =
I−1

∑
η=0

wη ·A(η) . (24)

Matrix (24) is positive definite according to (21) and wη > 0.

The elements of Ã are given by [5]

[

Ã
]

ν,µ
=
(

wM (ν−µ)− 1
M

)

· (Θ1 (ν,µ)+Θ2 (ν,µ)) , (25)

where ν,µ ∈{0, . . . ,Nh−1} and wM (k) =
M−1

∑
l=0

W−k·l
M represents the

comb sequence [9]. Furthermore the two expressions in (25) are
given by

Θ1 (ν,µ) =
Nh+Ng−2

∑
k=−(Nh+Ng−2)

rE
gg (k−ν + µ) ·Ξ(k) , (26)

and

Θ2 (ν,µ) =
Nh+Ng−2

∑
k=−(Nh+Ng−2)

rE
gg (k +ν−µ) ·Ξ(k) , (27)

where rE
gg (k) = g∗ (−k)∗g(k) represents the deterministic autocor-

relation function [9] and

Ξ(k) = πM
I

I−1

∑
l=0

I−1

∑
η=0

ξ 2
l ·wη ·W

−l·k
I ·W

k·(η+ 1
2 )

I
· si
(
k · π

I

)
. (28)

Furthermore matrix Ã has Toeplitz structure which allows for an
efficient implementation.

3In the first iteration a suitable initial filter has to be chosen.
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4.2 SFB prototype filter

Similarly to the previous optimisation step, we define for each fre-
quency band κ in (14) again a ∈N separate objective functions

βg (η) =
M−1

∑
k=1

I−1

∑
l=0

(η+1)· 2π
I

ˆ

η · 2π
I

∣
∣
∣ξl ·H l

(

ejΩW k
M

)

·Gl

(

ejΩ
)∣
∣
∣

2
dΩ, (29)

where η ∈ {0, . . . ,I−1} , which are combined using the same
weighting factors wη > 0 as in (16)

β̃g =
I−1

∑
η=0

wη ·βg (η) . (30)

As in section 4.1, it can be shown that (30) is a positive definite

quadratic function with respect to g =
[
g(0) , . . . ,g

(
Ng−1

)]T
and

can be written as
β̃g = gT · B̃ ·g. (31)

The elements of B̃ are given by

[

B̃
]

ν,µ
= Λ1 (ν,µ)+Λ2 (ν,µ) , (32)

where ν,µ ∈
{

0, . . . ,Ng−1
}

and the two expressions are given by

Λ1 (ν,µ) = ∑
(k)

(

wM (k−ν + µ)− 1
M

)

· rE
hh (k−ν + µ) ·Ξ(k) ,

(33)
and

Λ2 (ν,µ) = ∑
(k)

(

wM (k +ν−µ)− 1
M

)

· rE
hh (k +ν−µ) ·Ξ(k) ,

(34)
where Ξ(k) is defined by (28) and k = −

(
Nh +Ng−2

)
, . . . ,Nh +

Ng−2. Again matrix B̃ has Toeplitz structure.

4.3 Design Constraints

The constraints must guarantee the desired transfer characteristics
of the filter-bank which are determined by the distortion func-
tion (9). The numerator of (12) consists of the squared magni-
tude of the distortion function and is therefore controlled by the
constraints. According to [7] it is sufficient to design the proto-
types of the FBP under the condition that the resulting distortion
function (9) is approximately a linear-phase allpass function for
ξl = 1, ∀l ∈ {0, . . . , I−1} in order to obtain the desired transfer
characteristics for subband-signal amplification. Hence for every
step of optimisation the constraints are defined according to [3]

∣
∣
∣Fdist

(

ejΩ
)

−e−jτdes
g ·Ω

∣
∣
∣≤ ε, Ω ∈

[

0,
π

I

]

, (35)

where the restricted frequency range exploits the 2π
I

-periodicity of

the distortion function and τdes
g = c · I, c∈N is the desired delay [6].

With the real rotation theorem [3] it is possible to estimate the upper
bound of a complex value by its real part. Employing this theorem
to (35) and using (10) we get

hT ·Re
{

Ψ
(

ejΩ
)

· e−jθ
}

·g ≤ cos
(

θ + τdes
g ·Ω

)

+ ε, (36)

where Ω ∈
[
0, π

I

]
and θ ∈ [0,2π). The elements of the Nh ×Ng

matrix are given by

[

Re
{

Ψ
(

ejΩ
)

· e−jθ
}]

µ,ν
=

I

M
·wI (µ +ν)·cos

(

(µ +ν) ·Ω+θ
)

,

(37)
where ν ∈ {0, . . . ,Nh−1} and µ ∈

{
0, . . . ,Ng−1

}
. In the imple-

mentation of the design procedure Ω and θ are discretised [3, 8].

4.4 Algorithm

Finally, the presented positive definite quadratic objective functions
and the linear constraints (with respect to both h and g) are com-
bined, yielding convex quadratic optimization problems. The itera-
tion counter is denoted by i.

AFB prototype filter

This optimization step consists of the objective function (16) and
the constraints (36).

min
h

α̃h =
I−1

∑
η=0

w
(i)
η ·αh (η) = hT · Ã(i) ·h

gT ·Re
{

ΨT
(

ejΩ
)

· e−jθ
}

·h≤ cos
(

θ + τdes
g ·Ω

)

+ ε,

(38)

where Ω ∈
[
0, π

I

]
and θ ∈ [0,2π). The AFB prototype filter h is

optimized, while the SFB prototype filter g of the preceding opti-
misation step is fixed.

SFB prototype filter

This optimization step consists of the objective function (30) and
the constraints (36).

min
g

β̃g =
I−1

∑
η=0

w
(i)
η ·βg (η) = gT · B̃(i) ·g

hT ·Re
{

Ψ
(

ejΩ
)

· e−jθ
}

·g ≤ cos
(

θ + τdes
g ·Ω

)

+ ε,

(39)

where Ω ∈
[
0, π

I

]
and θ ∈ [0,2π). Similarly, the SFB prototype fil-

ter g is optimized, while the AFB prototype filter h of the preceding
optimisation step is fixed.

Multiplicative Update

The weights w
(i+1)
η , η = 0, . . . ,I − 1, in (38) and (39) are up-

dated after each iteration. For their calculation we use the
frequency-dependent SDR (12) modified for higher resolution4

SNR
(i)
η /dB, η ∈ {0, . . . ,I}. The reciprocal value of the upper ex-

pression allows for the correct weighting of the frequency bands ac-
cording to the basic idea presented in section 3. However the simple
reciprocal value fails to converge. We have found empirically that
by using the additional scaling factor

c(i) = min
∀η∈{0,...,I−1}

{

SNR
(i)
η

}

, (40)

and decreasing the number of updated frequency bands using the
floor function

w
(i+1)
η = w

(i)
η ·

(

1+ pA ·

⌊

pN ·
c(i)

SNR
(i)
η

⌋)

, (41)

in most cases convergence is achieved. The non-negative param-
eter pA in (41) controls the amplitude of the multiplicative up-
date and therefore influences the speed of convergence. However
a large value often decreases the stability of convergence. Param-
eter pN > 1 allows for controlling the number of frequency bands
used for the update. If pN = 1 only the index of the smallest value

of SNR
(i)
η /dB, η ∈ {0, . . . ,I}, is considered. We observed a strong

convergence for the values pA = 0.3 and pN = 1.05.

4To this end in the integration limits of (12) we replace I by I.
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Exit Condition

In order to exit the iterative algorithm in case of convergence we
use the following exit condition with (40) and q ∈N

|c(i)−c(i−1)| < 10−q. (42)

Flow Chart

Fig. 3 shows the flow diagram of the algorithm.

Step 1 (Initialization):
hStart und gStart

set i = 0, c(0)≥ 103, w
(0)
η = 1

i = i+1

i = i+1
gopt = g

hopt = h

Step 2:

Step 3:

Optimize h with (38)

Optimize g with (39)

set c(i) and w
(i)
η

set c(i) and w
(i)
η

false

false

true true

STOP

(42) (42)
valid valid

Figure 3: Flow chart

5. DESIGN EXAMPLE

The following design result is a solution for a FBP with the same
parameters as in section 3. The lengths of the filters of the AFB
and SFB are set to Nh = 63 and Ng = 67. The constraint (35) of
the distortion function is chosen to ε = 0.1. The parameters in (41)
are pA = 0.35 and pN = 1.051. We use a = 8 objective functions
(15) and (29) for each frequency band κ in (14). Furthermore, the

desired group delay is set to τdes
g = I = 64. The number of iterations

needed for the design is i = 160.
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Figure 4: Frequency-dependent SDR for Nh = 63 and Ng = 67.

First we look at the frequency-dependent SDR according to (12)
and require a minimum value of 50dB. Fig. 4 shows the logarithmic
frequency-dependent SDR for the ’ski-slope’ amplification pattern
(13) along with the frequency-dependent SDR (grey colored) for a
uniform amplification pattern, which exhibits a constant value of
69.5dB. We observe a drop down of the frequency-dependent SDR
similar to that in fig. 2 however of a much smaller difference. The
minimum value is given by 50.8dB. Hence, the FBP meets the
above requirement. As to the prototype filter lengths these results
are a drastic improvement compared to the prototype filter pair used
in section 3. Moreover both pairs exhibit approximately the same
quality of distortion function and overall group delay. Finally, we
want to mention that both magnitude responses of the designed pro-
totype filter pair remarkably resemble Nyquist(M)filters (M-th band

filters [4]) with interlaced stopband domains of higher and lower re-
jection (i.e. don’t care regions), where M represents the decimation/
interpolation factor, see also [1].

6. CONCLUSION

We have proposed a novel iterative approach to the design of over-
sampling uniform DFT filter-bank pairs (FBP) of the SBC type with
extensive subband-signal amplification that guarantees high output-
signal quality (signal-to-disturbance ratio) despite rather small pro-
totype filter lengths. In view of extensive subband-signal manipu-
lation (e.g. in hearing aid applications), solely the magnitude re-
sponses of the AFB and SFB are matched, whilst aliasing compen-
sation is not exploited.

Design examples show that the prototype filter lengths are dras-
tically reduced by using the proposed iterative algorithm compared
to existing methods applied to the numerical examples, thus guar-
anteeing minimal computational load of the FBP. Furthermore the
advantage of the proposed approach compared to [6] is that it does
not require sophisticated specifications of the stopbands and due
to the inherently higher resolution thus allowing for significantly
smaller prototype filter lengths.

For the proposed parameter values in (41) we have observed a
strong and fast convergence of the algorithm with an average num-
ber of iterations of 200. However, in order to obtain the best pos-
sible results for given prototype filter lengths the two parameters in
(41) have to be adjusted thoroughly. Furthermore, in some cases, a
poor adjustment can cause convergence problems, therefore a max-
imum number of iterations has to be implemented.

In future research, the convergence of the algorithm will be ana-
lyzed mathematically and improvements of the empirical weighting
update are expected.
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