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ABSTRACT

In this paper, the Sinusoids plus Noise Model (briefly SNM) is
applied in a novel manner, in order to efficiently encode spot au-
dio signals. These are the microphone recordings of a performance,
before obtaining the multichannel mix, and are important for im-
mersive audio applications since they can be used to provide inter-
activity. The SNM, as well as the SNM error spectral envelope, are
extracted from each spot signal, providing a low-quality version of
the signals. The main contribution of the paper corresponds to the
use of a single audio reference signal which significantly enhances
the quality of all the modeled spot signals. Reproduction of good
quality and without loss of image width can be achieved using the
proposed approach (above 4.0 perceptual grade for modeling and
coding), by encoding a single audio (reference) signal, with side
information per spot signal on the order of 19 kbps.

1. INTRODUCTION

Similarly to the transition from analog to digital sound that took
place during the 80s, these last years we have a transition from
2-channel stereophonic sound to multichannel sound taking place.
This transition has shown the potential of multichannel audio to sur-
round the listener with sound and offer a more realistic acoustic
scene compared to 2-channel stereo. Current multichannel audio
systems place 5 or 7 loudspeakers around the listener in pre-defined
positions, and a further loudspeaker for low-frequency sounds (5.1
and 7.1 multichannel audio systems, respectively), and are utilized
not only for film but also for audio-only content.

Multichannel audio offers the advantage of improved realism
compared to 2-channel stereo sound at the expense of increased
storage and transmission requirements. This is important in many
network-based applications, such as Digital Radio and Internet au-
dio. Consequently, many compression techniques have been pro-
posed in order to provide efficient solutions in several bitrate-
constrained applications. Multichannel audio coding methods, such
as [1, 2], achieve a significant coding gain but remain demanding
for many low-bandwidth applications, such as streaming through
the Internet and wireless channels. Recently, MPEG Surround [3]
has been introduced, achieving significant compression of multi-
channel audio recordings. MPEG Surround is based on the Spatial
Audio Coding (SAC) concept; SAC captures the spatial image of a
multichannel audio signal by encoding only one channel of audio
(reference channel, which can be a downmix signal) and the param-
eters that capture the multichannel spatial image as side informa-
tion. At the decoder, the original spatial image of the multichannel
recording can be recreated, by applying the extracted spatial cues
to the reference channel. For each channel (excluding the refer-
ence), these spatial cues can be encoded with rates as low as 5 kbps.
MPEG Surround is based on the work on Binaural Cue Coding [4]
and Parametric Stereo [5].
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Our objective is to derive a low bitrate coding method for im-
mersive audio applications. Immersive audio as opposed to multi-
channel audio, implies that the listener’s environment is seamlessly
transformed into the environment of his/her desire, and that the lis-
tener is able to interact with the content according to his/her will.
Immersive audio is largely based on enhanced audio content, which
translates into using a large number of microphones for obtaining
a recording, containing as many sound sources as possible. These
sources offer increased sound directions around the listener during
reproduction, but are also useful for providing interactivity between
the user and the audio environment. Examples include collabora-
tion of geographically distributed musicians [6], or tele-presence in
a concert hall performance where the user can “move” around the
venue. Consequently, emphasis is on encoding the multiple micro-
phone recordings of a given performance before those are mixed
into the final multichannel mix. These microphone signals, also re-
ferred to as spot signals, are the signals that are captured e.g. by the
various microphones that are placed inside a concert hall.

In this paper, the Sinusoids plus Noise Model (henceforth re-
ferred to as SNM for brevity), which has been used extensively
for monophonic audio signals, is introduced in the context of low-
bitrate coding for Immersive audio. As in the SAC method for
low bitrate multichannel audio coding, our approach is to encode
one audio channel only (which can be one of the spot signals or a
downmix), while for the remaining spot signals we retain only the
parameters required for resynthesis of the content at the decoder.
These parameters are the sinusoidal parameters (harmonic part) of
each spot signal, as well as the short-time spectral envelope (esti-
mated using Linear Predictive – LP – analysis) of the sinusoidal
noise component of each spot signal. These parameters are not as
demanding—with respect to coding rates—as the true noise part of
the SNM model. For this reason, the noise part of only the reference
signal is retained. For resynthesis, each spot signal is reconstructed
by adding its harmonic part to an estimated noise part. In turn,
this noise part is synthesized by filtering the noise residual obtained
from the reference channel with the time-varying noise envelope of
each particular spot signal. This procedure, described in our recent
work as noise transplantation [7], is based on the observation that
the noise component of the spot signals of the same multichannel
recording are very similar when the harmonic part has been cap-
tured with an appropriate number of sinusoids. Here, the modeling
and codings stages are described, and the bitrates that our proposed
system can achieve while retaining audio quality above 4.0 percep-
tual grade are experimentally found.

The results presented in this paper also illustrate the resulting
quality and image width obtained using the proposed model in a
stereophonic playback setting. It is of interest to examine whether
the proposed approach results in introducing correlation among the
various spot signals, which in turn would result in loss of spatial
image width in the resulting stereophonic recording. The coding of
the sinusoidal parameters is based on the scheme of [8], while the
encoding process of the noise envelopes is based on [9].
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2. MODELING OF SPOT SIGNALS

2.1 Sinusoids Plus Noise Model

The sinusoidal model for harmonic signals was initially proposed
for speech signals in [11]. The sinusoids plus noise model (SNM)
extends the sinusoidal model by representing a signal s(n) with har-
monic nature, as the sum of a predefined number of sinusoids (har-
monic part) and a noise term (stochastic part) e(n) (for each short-
time analysis frame). A popular implementation of SNM for audio
signals can be found in [10]. Thus, the SNM can be written in the
following form:

s(n) =
L

∑
l=1

αl cos(ωl n+φl)+ e(n) , n = 0, . . . ,N −1, (1)

where L denotes the number of sinusoids, {αl , ωl , φl}
L
l=1 are the

constant amplitudes, frequencies and phases respectively and N is
the length (in samples) of the analysis short-time frame of the sig-
nal. The noise component is also needed for representing the noise-
like part of audio signals which is audible and is necessary for high-
quality resynthesis. The noise component can be computed by sub-
tracting the harmonic component from the original signal.

Modeling the noise component is a challenging task. We fol-
low the popular approach of modeling e(n) as the result of filtering
a residual noise component with an autoregressive (AR) filter that
models the noise spectral envelope, i.e.,

e(n) =
p

∑
i=1

b(i)e(n− i)+ re(n), (2)

where re(n) is the residual of the noise, p is the AR filter order,

and vector~b = (1,−b(1),−b(2), ...,−b(p))T represents the spectral
envelope of the noise component e(n) which can be obtained by LP
analysis. In the frequency domain (2) becomes

Se(e
jω ) =

∣

∣

∣

1

B(e jω )

∣

∣

∣

2
Sre

(e jω ), (3)

where Se(e
jω ) and Sre

(e jω ) is the power spectrum of e(n) and re(n),

respectively, and B(e jω ) is the frequency response of the LP filter
~b. In the remainder of the paper, we refer to e(n) as the (sinusoidal)
noise signal, and to re(n) as the residual (noise) of e(n).

2.2 Noise Transplantation

In this section, we describe the main novelty of our proposed ap-
proach, namely noise transplantation. Consider a collection of
M microphone signals that correspond to the same multichannel
recording and thus have similar acoustical content. We model and
encode only one of the signals as a full audio channel (alternatively
it can be a downmix, e.g. a sum signal), which is the reference sig-
nal. The remaining (side) signals are modeled by the SNM, as ex-
plained in the previous sub-section, retaining their sinusoidal com-

ponents, and the noise spectral envelope (filter~b in (2)).

In order to reconstruct the spot side signals, the residual signals
are needed. In our approach, only one such signal is used for all
spot signals. In fact, this signal is the residual noise of the reference
signal. It is obtained by extracting first the sinusoidal noise of the
reference signal and from it the residual noise. In other words, the
residual noise of the reference signal is used in order to reconstruct
all spot signals during decoding. First this noise is filtered by each
of the LP spectral envelopes (one for each spot signal), and then the
derived signal is added to the corresponding harmonic part in order
to recreate the high-quality resynthesized spot signals.

In this manner, we avoid encoding the residual of each of the
side signals. This is important, as the noise signals in general are
of highly stochastic nature, and cannot be adequately represented
using a small number of parameters (thus, it is highly demanding
in bitrates for accurate encoding). We note that modeling this sig-
nal with parametric models results in low-quality audio resynthesis;
in [7] we showed that our noise transplantation method can result
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Figure 1: Diagram of the proposed decoding approach.

in significantly better quality audio modeling compared to paramet-
ric models for the residual signal. We obtained subjective scores
around 4.0 using as low as 10 sinusoids, which is very important
for low bitrate coding.

The relation for the resynthesis of one of the side microphone
signals xk (using the reference signal x(re f )) is (see also Fig. 1)

x̂k(n) =
L

∑
l=1

αk,l cos(ωk,l n+φk,l)+ êk(n) ,k = 1, ...,M, (4)

where êk(n) is represented in the frequency domain as

Sêk
(e jω ) =

∣

∣

∣

1

1−∑
p
i=1 bk(i)e− jωi

∣

∣

∣

2
Sre(re f )

(e jω ). (5)

In the relations above, {αk,l , ωk,l , φk,l} are the sinusoidal parame-

ters of side signal xk and {bk} is the signal’s LP noise shaping filter.
The approximated noise component for signal xk, êk(n), is com-
puted by filtering the reference signal’s residual noise with the noise
shaping filter {bk} of the corresponding side signal. The power
spectrum of the residual of the reference signal can be computed by
the following expression

Sre(re f )
(e jω ) =

∣

∣

∣1−
p

∑
i=1

b(re f )(i)e− jωi
∣

∣

∣

2
Se(re f )

(e jω ), (6)

where e(re f ) is the sinusoidal noise of the reference signal.

3. CODING OF SPOT SIGNALS

The second part of our method is the coding procedure. It can be
divided into two tasks; the quantization of the sinusoidal parame-
ters and the quantization of the noise spectral envelopes for each
side signal (for each short-time frame). In Fig. 1 we can see the
decoding process, where the reference signal (Signal 1) is fully en-
coded (e.g. using an MP3 encoder at 64 kbps), while the remaining
M − 1 signals are reconstructed using the quantized sinusoidal and
LP parameters, and the LP residual obtained from the reference sig-
nal. It must be noted that the side information for each spot signal
consists of the sinusoidal parameters and the LP filter parameters.
Thus, the coding procedure proposed follows previously proposed
methods for coding such parameters, namely [8] (sinusoidal param-
eters) and [9] (LP parameters). The description of these methods is
mainly given here for completeness.

3.1 Coding of the Sinusoidal Parameters

According to the coding scheme of [8], the sinusoidal parameters
are quantized in polar form, assuming a dependence of the fre-
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quency quantization on the amplitude, and a dependence of the
phase quantization on the amplitude and the frequency. This scheme
is called Unrestricted Polar Quantization and represents a combina-
tion of three scalar quantizers, based on high-rate quantization.

In order to derive the quantizers, the goal is to minimize, on
a segment-by-segment basis, the average weighted mean squared
error (WMSE) for L sinusoids

D =
1

L

L

∑
l=1

wl Dl (7)

under the entropy constraint

H =
1

L

L

∑
l=1

(H(Iαl)+H(Iωl |Iαl)+H(Iφ l |Iαl)). (8)

The given total entropy per sinusoid (amplitude, frequency, and
phase) is denoted by H. The entropies H(Iαl), H(Iωl |Iαl) and
H(Iφ l |Iαl) express the entropies of the individual quantization pa-
rameters. The mean squared error (MSE) Dl introduced by the

quantization of the lth sinusoid is assigned a perceptual weight
wl , which is defined as wl = 1/mth,l , l = 1, . . .L, where mth,l is
the masking threshold at the frequency of the corresponding sinu-
soid [12].

The MSE Dl over a segment of length N, can be expressed as

Dl = E

{

1

N

(N−1)/2

∑
n=−(N−1)/2

(αl cos(ωl n+φl)− α̂l cos(ω̂l n+ φ̂l))
2

}

,

(9)
where {αl , ωl , φl} and {α̂l , ω̂l , φ̂l} are the non-quantized and quan-
tized sinusoidal parameters respectively, and E{·} denotes the ex-
pectation operation. Thus, the optimization problem is to minimize
the WMSE in (7) under the constraint expressed in (8). This con-
strained minimization problem can be solved using the method of
Lagrange multipliers. The evaluation of the Euler-Lagrange equa-
tions with respect to the point densities gA(α), gΩ(ω) and gΦ(φ)
(corresponding to amplitude, frequency, and phase, respectively)
give the optimum quantization point densities

gA(α) = gA =
w

1
6
α2

1
3

H̃− 2
3

b(A)

w
1
6
g ( N2

12 )
1
6

(10)

gΩ(ω,α) = gΩ(α) =
αw

1
6
α

(

N2

12

) 1
3
2

1
3

H̃− 2
3

b(A)

w
1
6
g

(11)

gΦ(φ ,α ,wl) = gΦ(α ,wl) =
αw

1
2

l
2

1
3

H̃− 2
3

b(A)

w
1
3
αw

1
6
g ( N2

12 )
1
6

, (12)

where wα and wg are the arithmetic and geometric mean of the per-

ceptual weights of the L sinusoids, respectively, H̃ = H − h(A)−
h(Ω)−h(Φ) and b(A) =

∫

fA(α) log2(α)dα . The quantities h(A),
h(Ω) and h(Φ) are the differential entropies of the amplitude, fre-
quency and phase variables, respectively, while fA(α) denotes the
marginal pdf of the amplitude variable.

3.2 Coding of the Spectral Envelopes

The second group of parameters for each spot signal that need to
be encoded are the spectral envelopes of the sinusoidal noise. We
follow the quantization scheme of [9]. The LP coefficients of each
spot signal that model the noise spectral envelope are transformed
to LSF’s (Line Spectral Frequencies) which are modeled by a Gaus-
sian Mixture Model (GMM), defined as

g(x) =
C

∑
i=1

piN(x;µ i,Σi). (13)

In the equation above, N(x;µ,Σ) is the normal multivariate distri-
bution with mean vector µ and covariance matrix Σ, pi is the prior

probability that the observation x has been generated by cluster i and
C is the number of clusters. The covariance matrix of each cluster
can be diagonalized using eigenvalue decomposition as

Σi = QiΛiQ
T
i , (14)

where i = 1, . . . ,C. The matrix Λi is diagonal and contains the cor-
responding eigenvalues of Σi, while Qi is the matrix containing

the corresponding set of orthogonal eigenvectors of Σi, for the ith

Gaussian class of the model. Then, the Karhunen Loève Trans-
form (KLT) substitutes each LSF vector for time segment k, zk, with

another decorrelated vector wk, where wk = QT
i (zk − µ i). Con-

sequently, the components of the vector wk can be independently
quantized by a non-uniform quantizer, i.e., through a compressor, a
uniform quantizer and an expander.

Each LSF vector is classified to only one of the C GMM’s, so
that the above scheme can be applied. This classification is per-
formed in an analysis-by-synthesis manner. For each LSF vec-
tor, the Log Spectral Distortion (LSD) is computed for each GMM
class, and the vector is classified to the cluster associated with the
minimal LSD, which is defined as

LSD(i) =





1

Fs

Fs
∫

0

[

10log10

(

S( f )

Ŝ(i)( f )

)]2

d f





1
2

, (15)

where Fs is the sampling rate, S( f ), Ŝ(i)( f ) are respectively the LP
power spectra corresponding to the original vector zk and the quan-

tized vector ẑ
(i)
k

, for each cluster i = 1, . . . ,C. In the decoder side of
the quantization procedure, the correlated version of the quantized
vector is reconstructed by left multiplying of the reconstructed wk

with the matrix Qi. Finally, the cluster mean µ i is added to obtain
the quantized value of zk, denoted as ẑk.

4. PERFORMANCE EVALUATION

In this section, we examine the modeling and coding performance
of our proposed system, regarding the resulting audio quality. For
this purpose, several listening tests were performed. The parameter
choices used in the following experiments were 10 sinusoids per

frame for the sinusoidal model, 10th LP order for the noise spectral
envelope, 30 msec window with 50% overlapping for the sinusoidal
model, and 23 msec and 75% overlapping for the LP model. The
audio signals were sampled at 44.1 kHz unless otherwise stated.

4.1 Modeling Performance

In our previous work [7], listening tests were performed in a mono-
phonic setting. In other words, the proposed model was used to
derive one microphone recording (monophonic signal) from the ref-
erence signal, and this was presented separately to each listener us-
ing headphones. The results of this test indicated that the perceived
quality was good when using 40 sinusoids in the model, but the re-
sults were lower when only 10 sinusoids were used. However, it
was apparent that the main source of degradation was due to the
fact that parts of the reference recording which were not originally
present in the originally recorded spot signal, were included in the
resynthesized spot signal. This fact is an undesired effect of the
transplantation procedure, the model parameters cannot capture all
the microphone-specific information and completely “whiten” the
reference residual. As a result, it is not possible in practice to avoid
leakage of the reference signal into the resynthesized signal. At the
same time, it was clear that apart from this interference, the quality
of the resynthesized spot signals was not severely affected. These
observations are important since the proposed model is designed for
applications when all modeled signals are rendered simultaneously,
possibly after a mixing process at the decoder. Thus, more impor-
tant than the perceived quality of the individual recordings is the
perceived quality when these are rendered simultaneously. Thus, if
the only degradation of the modeled signals is the leakage among
the several recordings, this will appear in the stereophonic or multi-
channel setup as an image width—and not as a quality—distortion.
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Signal 1 Signal 2 Signal 3 Signal 4 Signal 5 Signal 6 Signal 7 Signal 8 Signal 9
Very Annoying

Annoying

Slightly Annoying

Perceived, not annoying

Not perceived

Figure 2: Results from the quality rating listening test. Only quality
was rated, and listeners were asked to ignore image width distortion.

To test these assumptions, two listening tests were designed in a
stereophonic setup using good-quality headphones (Sennheiser HD-
650). The first test was designed in order to test the quality of two
modeled signals when rendered simultaneously, ignoring the image
width distortion. The second test was designed to test only the im-
age width distortion, ignoring the quality distortion. Both tests were
performed following the ITU-R BS.1116 [14] recommendations. In
both tests 12 volunteers participated, who were trained so that they
could distinguish among the types of distortion examined.

Separate monophonic spot recordings were modeled by the pro-
posed approach for deriving the sound files used in the listening
tests. This is due to the fact that, under the proposed scheme, the ac-
tual stereophonic or multichannel recordings are mixed after decod-
ing. The proposed algorithm cannot retain relative amplitude and
time differences between the audio channels, so the spatial image
of an already mixed recording would be distorted by our method.
The following monophonic recordings were used, each containing
a separate instrument recording (the duration of each audio clip was
around 10 sec): (i) bass singer, (ii) soprano, (iii) trumpet, (iv) harp-
sichord, (v) violin, (vi) rock singer, (vii) rock guitar, (viii) male
speech, (ix) female speech, (x) male chorus, (xi) female chorus.
Signals (i)-(v) are excerpts from the EBU SQAM (Sound Quality

Assessment Material) test disc1. These are stereo recordings, and
only one of the 2 channels was used in our experiments. Signals
(vi)-(vii) are a courtesy of rock band “Orange Moon”. Signals (viii)-

(ix) were obtained from the VOICES corpus2, available by OGI’s
CSLU [13]. Signals (x)-(xi) are actual spot signals from a concert

hall performance 3. The speech signals were sampled at 22 kHz.
Using the above mentioned recordings, stereophonic signals

were created by mixing two monophonic signals at a time, with
a relative level difference of ±14 dB for the left and right channel
(amplitude panning). More specifically the following signals were
created: (1) bass plus soprano, (2) guitar plus rock singer, (3) harp-
sichord plus violin, (4) female plus male speech, (5) trumpet plus
violin, (6) violin plus guitar, (7)-(9) male plus female chorus (three
different parts of the recording). These nine signals correspond to
the Signals 1-9 in the figures depicting the results of the listening
tests of this section (modeling results). It is important to mention
that apart from the chorus signals, the remaining monophonic sig-
nals do not contain any common information (crosstalk). In such
cases, the proposed model can result in high quality resynthesis if
the reference signal is derived as the summation (downmix) of the

1http://sound.media.mit.edu/mpeg4/audio/sqam/
2http://www.cslu.ogi.edu/corpora/voices/
3Provided by Prof. Kyriakakis of the University of Southern California

Signal 1 Signal 2 Signal 3 Signal 4 Signal 5 Signal 6 Signal 7 Signal 8 Signal 9
1−Mono

2  

3  

4  

5−Stereo

Modeled signals

Anchor signals

Figure 3: Results from the image width rating listening tests (ignor-
ing quality distortion).

various monophonic signals, and this was the approach followed in
the results of this section.

In the first listening test, the listeners were asked to grade qual-
ity while ignoring any possibly noticeable image width distortion.
Following the ITU-R [14] methodology, the modeled signals were
compared against the originally recorded signals, mixed with the
same ±14 dB factors. A 5-scale grading system (from 1-“very an-
noying” audio quality compared to the original, to 5-“not perceived”
difference in quality) was employed. No anchor signals were used.
The results of this test are shown in Fig. 2, where the vertical lines
indicate the 95% confidence limits. It is clear from this image that
the quality for all samples remains well above 4.0 grade, even for
the more complex chorus signals.

In the second listening test, the resulting image width was eval-
uated against the originally recorded signals. The procedure was the
same as in the first test, but in this case the resulting image width
compared to the original stereo recording was graded. A grade of
1.0 corresponded to a fully monophonic perception of the recording,
while 5.0 corresponded to the image width of the original. Listen-
ers were instructed to ignore quality distortion. An anchor signal
was designed for this test, which was created by mixing the orig-
inal signals with level differences of ±2.5 dB instead of ±14 dB
of the original stereo signals. The results of this test are shown in
Fig. 3, and it is clear that the proposed approach (solid line in the
figure) introduces only a small degree of image width distortion for
all nine testing signals. At the same time, the test results for the
anchor signals (dashed line in the figure) indicate that the subjects
were able to correctly perceive image width distortion in the audio
clips. Overall, the results of this section justify our claim that high-
quality resynthesis can be obtained even when using a small number
of sinusoids and LP order in each frame, as long as the audio sig-
nals are rendered simultaneously. At the same time, the—inaudible
in this case—leakage between the signals, which is introduced by
our model, results only in a small degradation of the image width
of the original recording (after the monophonic signals are mixed in
order to form the final stereo or multichannel recording).

4.2 Coding Performance

In this section, the perceived quality of the audio signals after the
proposed modeling and coding procedure is evaluated. For this
purpose, we performed subjective (listening) tests by employing
the Degradation Category Rating (DCR) test. In this test, listen-
ers graded the coded vs. the original waveform using the afore-
mentioned 5-scale grading. For our listening tests, we used three
signals, referred to as Signals 1-3, which correspond to the mono-
phonic chorus signals of the previous section (i.e. before they were
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SIgnal 1 Signal 2 Signal 3
Very annoying

Annoying

Slightly annoying

Perceived, not annoying

Not perceived

19 kbps

24.4kbps

Figure 4: Results from the quality rating DCR listening tests, corre-
sponding to coding with (a) 24.4 kbps (dotted), (b) 19 kbps (solid).

mixed). The female chorus signals were used in our experiments as
the modeled (spot) signals, and the male chorus signals as the ref-
erence signals. Thus, the objective is to test whether the spot signal
can be accurately reproduced when using the residual from the ref-
erence signal. In this section our objective is to examine the lower
limit in bitrates which can be achieved by our system without loss of
audio quality below a 4.0 grade. Only the chorus signals were used
for the results of this section since they contain more complex infor-
mation compared to single instrument recordings, and thus quality
distortions are easier to notice using these signals.

The coding efficiency for the sinusoidal parameters was tested
for a given (target) entropy of 28 and 20 bits per sinusoid (ampli-
tudes, frequencies and phases in total), which gives a bitrate of 19.6
kbps and 14.2 kbps respectively. Regarding the coding of the LP pa-
rameters (noise spectral envelope), 28 bits were used per LSF vec-
tor which corresponds to 4.8 kbps for the noise envelopes. Thus,
the resulting bitrates that were tested are 24.4 kbps and 19 kbps
(adding the bitrate of the sinusoidal parameters and the noise en-
velopes). A training audio dataset of about 100,000 LSF vectors
(approx. 9.5 min of audio) was used to estimate the parameters of
a 16-class GMM. The training database consisted of recordings of
the classical music performance (corresponding to a different part
of the same recording). Details about the coding procedure for the
LP parameters can be found in our earlier work [15].

Eleven volunteers participated in the DCR tests using head-
phones. The results of the DCR tests are depicted in Fig. 4. The
solid line shows the results for the case of coding with a bitrate of
19 kbps, while the dotted line shows the results for the 24.4 kbps
case. The results of the figure verify that the quality of the coded
audio signals is good, and that this quality can be maintained at as
low as 19 kbps per side signal. We note that the reference signal
was PCM coded with 16 bits per sample, however similar results
were obtained for the side signals when the reference signal was
MP3 coded at 64 kbps (monophonic case).

5. CONCLUSIONS

In this paper, we presented a complete system for low bitrate cod-
ing of spot microphone signals for multichannel audio applications.
Spot signals were treated here since preserving their content and
quality is important when interactivity between the listener and
the acoustic environment is needed, as in truly immersive environ-
ments. Our proposed approach is based on the sinusoidal model,
as well as the newly introduced concept of noise transplantation
which exploits the interchannel similarities of a given multichannel
recording. It was shown that the proposed method allows for good-
quality audio modeling without a significant loss of the perceived
audio image width in a stereophonic setting. It was also shown that

the model parameters can be coded with rates as low as 19 kbps per
spot signal, which can be considered as a very encouraging result.
Since this research is at an early stage, we are confident that the
required rates of the proposed system can be further reduced.
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