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ABSTRACT

This paper provides a solid mathematical framework for pulsed
multiband MIMO UWB systems. In this regard a novel multiple-
input multiple-output (MIMO) technique for pulse based UWB sys-
tems is proposed that exploits multi-band UWB signals for improved
performance. Each transmit antenna utilizes a different band for
the transmission of the signals. A RAKE receiver is employed that
captures energy from sequences transmitted from L transmit anten-
nas at M receive antennas for each of K resolved multipath compo-
nents. Higher gains in diversity per resolved multipath are achieved
with the proposed system than in previously considered zero forced
MIMO systems [1] resulting in significant performance enhance-
ment. Diversity gain per path is found to be M for the proposed sys-
tem as opposed to M−L + 1 for the zero forcing alternative. Less
antennas and/or less combined RAKE paths are therefore required
for a certain level of performance. The advantage of utilizing such
multiband signaling in a MIMO system are evident from simulated
and theoretical results of the system in a simple practical lognormal
fading channel developed for the theoretical analysis. Analytical
error expressions are also found for the systems presented in this
channel model.

1. INTRODUCTION

A lot of academic and commercial interest has been focused on
ultra-wideband (UWB) communications. These systems are attrac-
tive due to their potential to deliver high data rates over a short dis-
tance [2], as well as their ability to occupy the same spectrum as
narrow band systems. A few UWB technologies exist, most are
either based on OFDM, or on impulse radio (IR-UWB) [3]. A fur-
ther technique proposed for UWB, termed multiband UWB (MB-
UWB) [4], uses impulse radio to transmit pulses in different fre-
quency bands. The available wide bandwidth is split into multiple
frequency bands, by using bandlimited pulses and modulating them
up with a pseudo-carrier oscillation so as to alter their center fre-
quencies. Higher data rates are possible with better spectral control
as bands can be used in parallel. In addition power constraints are
imposed on systems which limits the range of transmission, while
the data rate is limited by a channel excess delay that may cause
inter-symbol interference (ISI) [3].

Diversity is exploited in wireless communications systems to im-
prove performance and combat interference. Spatial diversity is
achieved through the use of multiple antennas at transmitter and/or
receiver. While this is a well known concept, it still offers large
potential for performance improvement in many new wireless tech-
nologies. The exploitation of spacial diversity through the use of
multiple antennas has been widely researched in narrowband sys-
tems. Multiple-input multiple-output (MIMO) systems utilize di-
versity through multiple antennas at both transmitter and receiver
[5].

The application of diversity techniques to IR-UWB systems of-
fers the ability to improve system performance, reduce interference
and increase data rate. Most research in this field so far is focused
on the performance and capacity of these systems. In [6] a multi-
antenna UWB transceiver is proposed for UWB showing improved

performance. An IR-UWB MIMO system in a more realistic indoor
lognormal fading environment was investigated in [1].

In this paper, MIMO systems employing RAKE type receivers
are investigated for practical lognormal fading channels utilizing
MB-UWB signaling for improved performance. We exploit the
bandwidth separation of MB signals in a MIMO system so as to im-
prove diversity characteristics and performance by increasing data
rate and reducing ISI.

2. SYSTEM MODEL

2.1 Transmit Signal

Consider a single input single output (SISO) IR-UWB transmission
system utilizing a normalized elementary pulse shape pe(t). The
transmitted BPSK signal emanating from the transmit antenna for
such a system can be expressed as

x(t) =
∞

∑
i=0

√
Es/Nrs(bi/Nrc)pe(t− iTr), (1)

where b·c denotes the floor, s(i) is the ith transmit symbol (for BPSK
s(i) ∈ {−1,1}, equiprobable i.i.d random variables), Tr is the pulse
repetition period/time, Nr the number of pulses per symbol and Es
the average energy per symbol. We also assume that pe(t) has a
short duration of time support Tp, which is much less than the pulse
repetition rate (Tp ¿ Tr). So as to avoid ISI, Tr is considered to
be larger than the channel delay spread. pe(t) also has a −10dB
bandwidth of WpHz.

2.2 Channel Model

IR-UWB systems are highly frequency selective with received en-
ergy scattered over a number of resolvable multipath components
[3]. A standard model has been adopted by the IEEE802.15.3a
working group exhibiting a clustering of arrival paths. A discrete
time decimated version of the channel model can further be found
in [7]. This produces a discrete statistical model with KR multipaths,
minimum resolution Td and impulse response:

c(t) =
KR−1

∑
k=0

h(k)δ (t− kTd), (2)

where, h(k) is the channel coefficient (fading margin) of the kth

resolved multipath component. The minimum multipath resolution
is equal to the received pulse duration Td = Tp.

UWB shadowing can be modelled with a lognormally distributed
[3] variable. Channel coefficients are assumed h(k) = ε(k)α(k),
where ε(k) ∈ {−1;1} represents pulse inversions due to reflec-
tions and α(k) is a lognormal fading amplitude. The decision
variable for multiantenna systems depends on the square of the
channel coefficient ϑ = h2(k) which also has a lognormal distri-
bution. This variable is defined as ϑ = eφ(k), where φ(k) is a nor-
mally distributed random variable with mean µ and variance σ2,
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i.e. φ(k) ∼ N (µ,σ2). The probability density function of ϑ is
therefore given by [8],

pϑ (ϑ) =
1√

2πσϑ
exp

[
− (lnϑ −µ)2

2σ2

]
, (3)

and the moment generating function (MGF) for ϑ is [8],

Mϑ (s)' 1√
π

Np

∑
n=1

Hxn exp(e(
√

2σxn+µ)/10s) (4)

where xn and Hxn are the zeros and weight factors of the Np-order
Hermite polynomial [8]. The jth moment of ϑ , is

E
[
ϑ j

]
=

∫ ∞

−∞
ϑ j pϑ (ϑ)dϑ = exp

[
jµ +

1
2

j2σ2
]
. (5)

The average power of path k is assumed E[ϑ ] = Ω0e−ρk, where
Ω0 is the mean energy of the 1st path and ρ is a path decay factor.
This is a general lognormal channel model which is easily adapted
to more realistic channel profiles with exponential power decay [9]
and altering parameters (Ω0, ρ and σ ). The mean µk of φ(k) is
µk = ln(Ω0)−ρk− (σ2/2), given the appropriate values for Ω0, ρ
and σ (from (5)).

2.3 Receive Signal
The resulting received UWB signal when the input to the SISO
channel is given by expression (1) is

y(t)=
∞

∑
i=0

√
Es

Nr
s(b i

Nr
c)

KR

∑
k=1

h(k)pr(t−τc−iTr−kTd)+ϖ(t), (6)

where ϖ(t) is a real zero-mean additive white gaussian noise pro-
cess with power spectral density N0/2 representing independent ad-
ditive noise and other interference, h(k) is the kth multipath channel
coefficient and pr(t) is the received, and possibly distorted, pulse
shape. τc represents the channel delay. We will assume that the
number of repetition pulses per information symbol is set to 1, i.e,
Nr = 1, and that τc = 0, and that the channel is distortionless, i.e.
pr(t) = pe(t).

2.4 RAKE Receiver
Due to the large RMS delay spread of the UWB channel, RAKE
type receivers are often employed utilizing maximum ratio combin-
ing (MRC) [10]. For practicality (complexity) we only consider a
subset K (K ≤ KR). Each “finger” of the RAKE contains a filter-
matched to pr(t), sampled at each path interval. The output of this
is processed on a path by path basis, producing a discrete output
ri(k). The RAKE combines the contributions to form the decision
statistics for a symbol-by-symbol detection. Assuming that the re-
ceiver has full knowledge of channel coefficients, the MRC decision
variable for the ith transmitted symbol becomes,

d(i) =
K−1

∑
k=0

h(k)ri(k). (7)

3. MIMO SYSTEMS

3.1 MIMO Channel
Consider a MIMO system with L transmit antennas and M receive
antennas. Let Hk be the M×L matrix of channel coefficients for
the kth multipath component. hm,l(k) represents the kth multipath
channel coefficient with respect to the lth transmit to the mth receive
antenna.

Hk =




h1,1(k) h1,2(k) · · · h1,L(k)
h2,1(k) h2,2(k) · · · h2,L(k)

...
. . .

...
hM,1(k) hM,2(k) · · · hM,L(k)


 . (8)

where the entries hl,m(k) are assumed to be independent lognormal
random variables [3].

3.2 Zero Forced MIMO
We now describe the zero forced MIMO system introduced in [1].
The transmit signals for each antenna xl(t) are as in (1), with
Tp = TZF , Wp =WZF and total transmit energy across all L antennas
being LEs (for simplicity we consider systems with a fixed number
of transmit antennas, but this is easily extended to systems with dif-
fering numbers of antennas). Assuming perfect synchronization the
received vector across the M receive antennas for the kth path is

r(k) =
√

EsHks+ν(k), (9)

where s = [s1(i),s2(i), . . . ,sL(i)]> is the BPSK transmit vector at
iTr, and ν(k) = [ϖ1(k),ϖ2(k)), . . . ,ϖM(t)]> is a noise vector across
the receive antennas, independent of the fading process. The zero
forced output is

y(k) = H+
k r(k) =

√
Ess+ξ (k), (10)

where (·)+ denotes the Moore-Penrose pseudoinverse and ξ (k) =
Hk

+ν(k) = [ξ1(k),ξ2(k), . . . ,ξL(k)]> denotes the zero forced noise
vector with covariance matrix E[ξ (k)ξ (k)>] = N0

2 H+
k H+>

k . Un-
der the assumption [1] that H>

k Hk is a full rank matrix, H+
k H+>

k
reduces to (H>

k Hk)−1. By denoting κl(k)2 .= 1/[(H>
k Hk)−1]ll ,

where [·]ll represents the (l, l)th element of the matrix, the MRC
decision variable for the transmitted symbol sl(i) is given by [1]

dl(i) =
K−1

∑
k=0

κl(k)2 [√
Essl(i)+ξl(k)

]
, (11)

yielding an instantaneous SNR

γs,ZF =
2Es

N0

K−1

∑
k=0

κl(k)2. (12)

From this expression, the per path diversity ζZF (k) obtained
for this ZF system will depend on the statistical properties of
κl(k)2. In [1, 11] it was shown that κl(k)2 can be decom-
posed as κl(k)2 = ∑M−L+1

m=1 ~l,m(k)2, where (~l,1(k), . . . ,~l,M(k)) =
(hl,1(k), . . . ,hl,M(k))U>, with U being an appropriate orthonormal
matrix. Assuming that {hl,m(k)}M

m=1 are uncorrelated with covari-
ance matrix σ2I, the random variables {~l,m(k)}M

m=1 are also un-
correlated with the same covariance matrix1. Consequently, the per
path diversity is ζZF (k) = M−L + 1, i.e. some diversity is used to
cancel the interference from the remaining signals.

3.3 Proposed Multi-Band MIMO
In this paper we propose a system that transmits L MB-UWB signals
in each of the L transmit antennas. The MB-UWB pulses used for
the lth antenna is given by [12]

λl(t) =
√

2pe(t)cos(2π flt) (13)

where pe(t) is the same elementary pulse shape as in (1), with
a different time scale. The pulse has Tp = TMB and Wp = WMB.
fl ∈ { f1, f2, . . . , fL} are the modulating frequencies, and are se-
lected not to overlap (i.e, they are frequency multiplexed). This
implies that the distance between fi and f j (i, j ∈ L) is at least WMB.
To maintain equal spectral efficiency, MB-UWB pulses occupy the
same total bandwidth, i.e. WMB = (1/L)WZF , and TMB = LTZF
(achieved by time scaling of pe(t)). This ensures both systems oc-
cupy the same bandwidth and have the same transmit energy. For

1However they will not be lognormal distributed.
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relatively small L, the time support is still less than the repetition
time (TMB ¿ Tr) (by maintaining a low duty cycle and keeping the
repetition time Tr constant, the data rates will be equivalent even
with the L times increase in pulse width for MB systems). If each
transmit antenna uses a different frequency fl , there is no longer a
need for zero forcing. The transmitted signal from the lth antenna is

xl(t) =
∞

∑
i=−∞

√
Essl(i)λl(t− iTr). (14)

The received signal, during iTr ≤ t ≤ (i+1)Tr, at the mth receive
antenna for the kth multipath component is therefore

rk
m(t) =

L

∑
l=1

hm,l
√

Essl(i)λl(t− iTr− kTd)+ϖm(t), (15)

where kTd is the relative delay of the kth multipath and ϖm(t) is the
real zero-mean additive white gaussian noise process with power
spectral density N0/2. Each received antenna requires a bank of L
pass-band filters centered at fi, i = 1, . . . ,L followed by their cor-
responding demodulators. This recovers the baseband pulses cor-
responding to symbol sl(i) at the output of the fl demodulator,
belonging to receive antenna m, i.e. ∑K−1

k=0
√

Essl(i)hm,l(k)pe(t −
iTr − kTd) + nm,l(t), where nm,l(t) is the corresponding baseband
Gaussian noise. The output of each demodulator enters the RAKE
matched filter [9]. This processing done by the RAKE fingers is
equivalent to passing such a signal across a bank of K matched fil-
ters gk

m,l(t) = hm,l(k)pe(Tr − t) k = 0, . . . ,K− 1. Sampling the
outputs of these filters at iTr + kTd , one obtains the set of sufficient
statistics for detection

r̂k
m,l(i) = h2

m,l(k)
√

Essl(i)+ξ k
m,l(i) (16)

with ξ k
m,l(i) = nm,l ∗ gm,l(iTr + kTd), where ∗ denotes convolution.

Observe, from the fact that nm,l(t) is a white random process and the
multipath components are resolvable, the distribution of the random
variables ξ k

m,l(i) conditioned on the channel matrix (i.e., when the
entries of (8) are fixed) is Gaussian with zero mean and variances
N0
2 h2

m,l(k). Furthermore, they are independent among themselves.
The MRC decision variable for estimating transmitted symbol sl(i)
can now be found as the sum of r̂k

m,l(i) over the M receive antennas
and K multipath components, that is,

dl(i) = ϒl
√

Essl(i)+Ve, (17)

(ϒl = ∑K−1
k=0 ∑M

m=1 h2
m,l(k), Ve = ∑K−1

k=0 ∑M
m=1 ξ k

m,l(i))
When conditioned on a fixed channel realization, Ve is the sum

of MK independent Gaussian random variables, so Ve itself is Gaus-
sian with zero mean and variance

σ2
MB

.= E[V 2
e |{Hk}K−1

k=0 ] =
N0

2

(
K−1

∑
k=0

M

∑
m=1

h2
m,l

)
(18)

whereE[(·)|{Hk}K−1
k=0 ] denotes conditional expectation with respect

to the MIMO channel. Notice that from expression (17) the instan-
taneous SNR is easily found to be

γs,MB
.=

2Es

N0

K−1

∑
k=0

M

∑
m=1

h2
m,l(k) =

2Es

N0
ϒl , (19)

showing that the per path diversity in the proposed system is given
by the statistical properties of ∑M

m=1 h2
m,l(k), i.e. the sum of M

uncorrelated random variables. The path diversity gain is now
ζMB(k) = M, which is an improvement on ZF.

4. PERFORMANCE ANALYSIS

The probability of error PE (l, i) when estimating symbol sl(i) based
on the MRC observation (17) is

PE (l, i) = E
[
PE (l, i|{Hk}K−1

k=0 )
]

(20)

where expectation E is over all the channel coefficients and
PE (l, i|({Hk}K−1

k=0 )) is the probability of decision error for sym-
bol sl(i) conditioned on a fixed channel realization. From (17),
PE (l, i|{Hk}K−1

k=0 ) is given by the symbol error expression of a 2-
PAM (BPSK) constellation, i.e.,

PE (l, i|{Hk}K−1
k=0 ) = Q




√√√√D2
l,i({Hk}K−1

k=0 )

4σ2
MB


 , (21)

where Dl,i({Hk}K−1
k=0 ) is the euclidian distance between the re-

ceived constellation symbols in dl(i), i.e., ±ϒl
√

Es (for a given
a realization of the channel coefficients), σ2

MB is the conditioned
variance of the noise Ve given in expression (18), and Q(x) =
(1/
√

2π)
∫ ∞

x e−u2/2du is the standard Q-function [9]. Therefore, ex-
pression (20) reduces to

PE (l, i)=E
[
PE (l, i|{Hk}K−1

k=0 )
]
=E

[
Q

(√
2Es

N0
ϒl

)]
(22)

where E denotes expectation with respect to the random variable
ϒ. Notice that from the stationarity of the model PE (l, i) does not
depend on i. Expression (22) becomes

PE (l) =
∫ ∞

−∞
Q

(√
2Es

N0
υ

)
pϒl (υ)dυ (23)

where pϒl (υ) is the probability density function of ϒl . Recall, that
ϒl is the sum of lognormal random variables h2

m,l(k). To com-
pute this integral we use the following definition for the Q-function

Q(x) = 1
π

∫ π
2

0 exp
(
− x2

2sin2 θ

)
dθ [8] along with the MGF (4) in (22)

giving

PE (l) =
1
π

∫ π
2

0
Mϒl

(
−

Es
N0

sin2 φ

)
dφ , (24)

To proceed we need the MGF of ϒl , which is the sum of inde-
pendent lognormal random variables h2

m,l(k). Mϒ(s) is given by the
product of the MGF’s of h2

m,l(k),i.e.

Mϒl (s) =
K−1

∏
k=0

M

∏
m=1

Mh2
m,l(k)

(s) (25)

where the Mh2
m,l(k)

(s) are the MGF’s (4) with fading statistics, µk
m,l

and σ k
m,l . Notice that realistic independent selection of fading statis-

tics for each arrival path is possible.

5. NUMERICAL RESULTS

In this section we evaluate the proposed system with some numeri-
cal examples. BPSK with a RAKE receiver (fingers situated at each
of the K resolved arrival paths) is assumed for all simulations. In
general M ≥ L≥ 1 and K ≥ 1. The receiver is assumed to have per-
fect knowledge of all channel coefficients. Detection of the sym-
bols is carried out as in (7), (11) and (17). We further limit our-
selves to studying systems that contain 3 transmit antennas. Log-
normal fading envelopes are produced with α(k) = eϕ(k), where
ϕ(k) ∼ N (µϕ ,σ2

ϕ ). The standard deviation σϕ of α(k) is set to
3dB as in [7].
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Figure 1: Comparison of the zero forced MIMO (ZF) and Proposed
MB-UWB MIMO (MB) systems with different (M,L,K).

5.1 Equal Power Paths

To demonstrate the advantages of the proposed multiband system
over the zero forcing system we start by assuming that the average
power of the strongest path is approximately equal to the average
power of the weakest combined path. With a small number of paths
the power decay between them can be assumed to be very small.
We initially assume that all K paths have normalized equal power,
i.e. Ω0 = 1 and ρ = 0.

Recall that the spatial diversity order in a zero forcing algorithm
is M− L + 1, while in the MB-UWB scheme it remains M. As
all the arrival paths have equal average normalized power, the total
diversity is η = Kζ .

5.1.1 Performance Comparison

Figure 1 compares simulated bit error rate curves with different
(M,L,K), for both MB-UWB and Zero Forced systems. In the
absence of additional channel coding, the MB-UWB MIMO sys-
tem shows significant advantage over the zero forced system us-
ing the same parameters (antennas and RAKE paths) as we are not
losing any diversity for separating the signals. One can view the
proposed MIMO system as a parallel transmission of the L sym-
bols with M spatial diversity branches. Both systems show im-
proved performance as the number of paths combined increases.
This increase in RAKE order does however increase the hardware
complexity of the system. It is noticed that comparing the fol-
lowing pairs of zero forced systems and proposed MB-UWB sys-
tems show some similarities, especially at low values of Es/N0.
E.g. (4,3,2)ZF ↔ (4,3,1)MB, (4,3,4)ZF ↔ (4,3,2)MB and
(4,3,6)ZF,(5,3,4)ZF ↔ (3,3,4)MB. Calculating ζ for each, we
see that this is due to them having equal diversity gains in this prac-
tical channel model. These curves are not exactly the same and
diverge at higher Es/N0 values due to the instantaneous SNR for
the MB-UWB system (19) depending on the sum of the square of
lognormal variables, while that for the ZF algorithm (12) depends
on non lognormal random variables. This causes the BER curves
to diverge as the SNR value increases with the MB-UWB system
performing better.

Each additional receive antenna improves the diversity order ob-
tained in both systems, however, the diversity achieved for the same
(M,L,K) is significantly higher in the proposed MB system. The
increased diversity gain in the MB-UWB system requires less paths
K to combine or less receive antennas M to obtain the same diver-
sity as its ZF counterpart. It is clearly seen that with equal noise in
the systems, the proposed MB-MIMO systems outperform their ZF
counterparts by a large margin when they utilize the same (M,L,K).
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Figure 2: Comparison of simulated (shown with markers) and theo-
retical (shown with solid lines) BER curves for the proposed system
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Figure 3: The effect of increasing ρ on the BER of the Multiband
(MB) MIMO System. Simulated values shown with markers and
theoretical values for (4,3,3) and (3,3,4) systems shown with solid
and dashed lines respectively

5.1.2 Theoretical Performance

Figure 2 shows a comparison of the simulated results (shown with
markers), and the accuracy of theoretical error values (shown with
solid lines) calculated using equation (25).

5.2 Decaying Path Profile
We now consider the case where an average power decay in the
path profile exists, i.e. ρ 6= 0. Figure 3 shows the effect of a decay
in the path profile, i.e. ρ 6= 0. Plots are shown for (M,L,K) equal to
(3,3,4) and (4,3,3) respectively. These values are chosen as in the
equal power case - they both have the same diversity gain η = 12
and therefore the same performance when ρ = 0. When there is a
path decay (ρ 6= 0), it is seen that the (4,3,3) system performs better
than the (3,3,4) one. As ρ increases the difference in performance
also increases. This is because the system that combines more paths
has less average power per path due to the decay, while the system
with more antennas has more average energy per branch. Temporal
diversity is less efficient than the spatial diversity due to the path
decay. Once again theoretical values (from (25)) and simulated val-
ues for the system with the path decay show very good correlation.
Similar performance improvements are observed when the system
is evaluated on the IEEE 802.15.3a (CM1) channel model [7]. For
the purpose of fair comparison between the two systems (ZF and
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Figure 4: The BER performance of the Zero Forced (ZF) and Multi-
band (MB) MIMO System on the IEEE 802.15.3a CM1 with differ-
ent parameters

MB) the channel model is decimated (according [7] section 3.3.3.).
The zero forced MIMO system is assumed to have a resolution of
0.167ns and the proposed MB-UWB-MIMO system has a sample
time of 0.501ns (due to the L times increase in pulse width). The
result is that the 2 systems see the same channel allowing for accu-
rate comparison.

Figure 4 shows the performance of the two systems with this
model. It can be clearly seen that the proposed system once again
outperforms the zero forced alternative with the same parameters
(antennas and RAKE fingers). It is also seen that the zero forced
(4,3,4) and the proposed multiband (4,3,2) systems have similar
performance at lower Es/N0 values and then diverge as this value
improves. Again, this is due to them having the same diversity or-
ders and the fact that the typical values of ρ for this realistic channel
are very low resulting in the average energy in the arrival paths be-
ing almost the same (ZF system sees 4 paths, MB system sees 2).
This validates the mathematical framework presented in the paper
before as a good method for measuring performance of the pro-
posed systems. At higher Es/N0 values it can be seen the the pro-
posed multiband system performs better with its decision based on
the lognormally distributed variables. Analytical error results can
be obtained for this channel model in the exact same way as before
if values for Ω0, ρ , µ and σ are known for each arrival path.

6. CONCLUSION

A novel multiband based MIMO system has been proposed for use
in IR-UWB systems. Previously considered zero forced MIMO sys-
tems for IR-UWB are seen to have poor performance, which can be
easily surpassed with the system proposed here. Analysis of the
error performance of the proposed system over a practical lognor-
mal channel has also been provided, which agrees very well with
simulated results.

Both ZF and MB-UWB receivers operate on a path by path ba-
sis capturing resolvable components in a RAKE type receiver and
allowing for both temporal and spatial diversity gains. The use of
the multiple frequency bands allows one to achieve greater diver-
sity gain. The diversity gain is seen to drop to M− L + 1 for the
conventional ZF MIMO, but remains at M in the proposed system.
While there is a small cost in complexity due to the mulitband re-
quirement at both transmitter and receiver, the proposed system re-
quires less combined RAKE paths, which is important when there
is a power decay profile as paths contain less energy (temporal di-
versity is less efficient than spatial diversity). The proposed system
also requires less antennas to achieve the same diversity gain, which
is advantageous as there may be a space constraint on smaller de-

vices. The use of the multiband approach also allows one to control
the spectrum of the transmitted signals as individual bands can be
suppressed by selecting appropriate fl’s.
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