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ABSTRACT

The computational cost associated to the k-nearest neigh-
bor classifier depends on the amount of available patterns,
which makes this method impractical in many real-time ap-
plications. This fact makes interesting the study of fast al-
gorithms for finding the k-nearest patterns, like, for exam-
ple, the kLAESA algorithm. In this paper we propose a
novel algorithm for finding the k-nearest patterns, denom-
inated k-tuned approximating and eliminating search algo-
rithm (KTAESA). The algorithm is used to implement kNN
classifiers, which are applied to three databases from the
UCI machine learning benchmark repository. Results are
compared with those achieved by the exhaustive search, the
kAESA and the kLAESA algorithms, in terms of number of
distances to evaluate, number of simple operations (sums,
comparisons and products) needed to classify each pattern,
and amount of required memory. Results demonstrate the
best performance of the proposal, mainly when the number
of operations is considered.

1. INTRODUCTION

The k-nearest neighbor (kNN) method is a distance-based
classification technique that has been applied in many differ-
ent real classification problems. It finds the k patterns from a
set of pre-classified patterns (denominated training patterns)
with less distance to the pattern to classify (denominated in-
put pattern), and uses the classes of these k patterns. So, the
decision is taken by majority voting of the classes of these k-
nearest patterns. The parameter & is specified by the user, and
it determines how many patterns are considered to determine
the class of the input pattern.

In a first approach, the search procedure requires the cal-
culus of the distance from the input pattern to each pattern
in the training set. This exhaustive search is associated to
a high amount of operations, almost in high-dimensioned
problems with large training sets. In these cases, the applica-
tion of search algorithms to reduce the number of evaluated
distances becomes interesting.

In the literature, there are many papers dealing with the
search of the k-nearest patterns. Data can be structured in
trees [1] which can be useful to reduce the search space
and, therefore, the number of required distances. Other al-
ternatives determine the eigenvectors of the training set, and
project the input vector over the main eigenvector, avoiding
the calculus of some distances [2]. At last, there is a group
of techniques that, applying triangular inequalities, reduce
the number of evaluated distances. One of the main methods
of this group is the k-linear approximating and eliminating
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search algorithm (kKLAESA) [3], which has a considerably
low associated computational complexity.

In this paper we propose a novel search algorithm based
on triangular inequalities, denominated k-tuned approximat-
ing and eliminating search algorithm (KTAESA), as it refines
the approximation of the nearest pattern by searching over
the nearest patterns to the candidate. Results obtained by
this proposed method are compared to those achieved by the
exhaustive search, the KAESA and the kLAESA methods, in
terms of computational cost evaluated considering the aver-
age number of calculated distances, the number of simple op-
erations needed to classify one test pattern, and the required
amount of memory. We study the application of the differ-
ent algorithms in three different problems, extracted from the
UCI machine learning benchmark repository: the breast can-
cer detection, the diabetes problem and the letter recognition.

2. MATERIALS AND METHODS

This section includes a description of the main characteristics
of the databases (size, dimension, etc) and the theoretical ba-
sis of the algorithms and methods used in the paper. It firstly
describes the three databases selected from the UCI machine
learning benchmark repository: the breast cancer database,
the diabetes database, and the letter database. In a second
part, a brief theoretical analysis of the relevant characteristics
of KLAESA implementation of the kNN classifier is tackled.
These descriptions allow to better understand the proposed
kTAESA method.

2.1 Description of the databases

Each database has been divided in three sets: the training set,
which is composed of those patterns that are used to design
the kNN classifier; the validation set, which is used to obtain
the value of k in each problem, and to select the values of
the user specific parameters in the different fast implementa-
tions; and the test set, which is used to evaluate the average
computational complexity of the implementation of the KNN
algorithm, measured in terms of both average number of dis-
tances to evaluate for each test pattern and average number
of simple operations (sums, products and comparisons). This
third set has not been used during the design of the classifiers.

Three UCI databases have been selected in order to eval-
uate the performance of the fast search algorithms in three
different problems. These three UCI databases and the data
preparation techniques are identical to those used in [4].

The first UCI database used in the experiments is the
breast cancer database. It was obtained at the University
of Wisconsin Hospitals, Madison. This is a binary problem
(C =2, where C is the number of classes), and its purpose is
to be able to classify a tumor as either benign or malignant,
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based on cell descriptions gathered by microscopic examina-
tion. The data set contains L = 9 attributes and 699 examples
of which 458 are benign examples and 241 are malignant ex-
amples. The input attributes are scaled between 0 and 1. In
order to generate the different sets, the first 349 examples are
used for the training set, the following 175 examples for the
validation set, and the final 175 examples for the test set.

The second database, the Diabetes data set, was con-
structed by constrained selection from a larger database held
by the National Institute of Diabetes and Digestive and Kid-
ney Diseases. All patients represented in this data set are fe-
males of at least 21 years old and of Pima Indian heritage liv-
ing near Phoenix, AZ. In this second database, the problem
consists in predicting whether a patient would test positive
for diabetes according to World Health Organization criteria,
given a number of physiological measurements and medical
test results. So, this is a two class problem, and therefore C is
equal to 2. There are 500 examples of class C = 1 and 268 of
class C = 2. There are L = § attributes for each example, and,
like in the case of the Cancer problem, the input attributes are
scaled between 0 and 1. In this case, the first 384 examples
are used to generate the training set, the following 192 exam-
ples to generate the validation set, and the last 192 examples
to generate the test set.

The last used database is the Letter Recognition database.
This is a multi-class problem with C = 26 different classes
(associated to an alphabet with 26 letters). Each pattern con-
tains 16 numerical characteristics of a written letter of the
alphabet, and therefore the dimension of the input space is
L = 16. Again, the input attributes are scaled between 0 and
1. The database contains 20000 patterns. The first 16000
examples are used to generate the training set, the follow-
ing 2000 examples to generate the validation set, and the last
2000 examples to generate the test set.

2.2 KNN description

The kNN method is a statistical technique based on the esti-
mation of the posterior probabilities p(H;|x) of the hypoth-
esis H;, conditioned to the input patter x. Taking a volume
around the input pattern x that encompasses k patters of the
training set and k; patters of hypothesis H; so that k; < k,
then the posterior probability p(H;|x) can be approached us-
ing equation (TJ) [5]].

ki
k

So, applying a Maximum A Posteriori (MAP) criterion,
the selected hypothesis H; is the one that maximizes its pos-
terior probability p(H;|x) and, therefore, maximizes k;. The
kNN method fixes the number k of patterns in the volume, be-
ing these k patterns the k nearest patterns to the observation
point, and the decision is taken by evaluating the values of k;,
i=1,...,C, and selecting the class which obtains a highest
k; value. This is equivalent to the application of a majority
voting criterion to the classes of the k nearest patterns.

The distance criterion and, therefore, the selected k near-
est patterns depend on the selected metric, which must be
fixed in the algorithm. In the literature, the use of the Eu-
clidean distance is quite common, and, therefore, it has been
selected for our experiments in the paper.

The value of k is also a parameter of the kNN classifier,
that controls the smoothness of the implemented solution.

p(H{|x) ~ €))
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Table 1: Relevant characteristics of the databases used in the
paper.

Breast Diabetes Letter
kNN error probability  1.14%  21.88% 4.85%
Selected k value 3 27 4
Training set size (N) 349 384 16000
Input vector length (L) 9 8 16
Number of classes (C) 2 2 26

The best k value depends on the characteristics of the se-
lected database, and, therefore, it must be fixed in the design
stage. In order to guarantee a good generalization of the ob-
tained results, we select its value using the validation set. So,
the classification error over the validation set is evaluated for
several k values, and the value that efforts the lowest error is
selected. The characteristics of the three databases used in
this paper are included in table [T} showing the error proba-
bility obtained by a kNN classifier, the value of k selected by
the validation set, the training set size N, the vector length L,
and the number of classes C.

2.3 KLAESA: a fast search algorithm

The implementation of a kNN classifier involves a search
procedure in which the k patterns with less distance must be
determined. In many cases, this search procedure supposes
a high amount of computational requirements, which makes
the kNN method not suitable for many real-time applications.
To tackle this problem, there are some strategies that try to
reduce the required number of distances to evaluate in the
search process, by applying some properties of the distance
measurement in the vectorial space of the data.

One of the main algorithms of this group of methods is
the approximating and eliminating search algorithm (AESA)
[6], in which the distance from the training patterns to each
other are pre-calculated, and, applying triangular inequali-
ties, a minimum level (lower bound) to the distance from the
input pattern to every pattern in the training set is established.
So, in many cases it is not necessary to evaluate all the dis-
tances from the input pattern to every pattern in the database,
and therefore the number of evaluated distances is reduced.
On the other hand, this reduction in the number of distances
implies a high increment in memory requirements and oper-
ations for calculating and updating the lower bounds. This
fact makes this method only suitable for applications with
a very high computational cost associated to the calculus of
distances, and with not very large training sets.

One variant of this method is the linear approximating
and eliminating search algorithm (LAESA) [7], and its k
searching version (KLAESA) [3]]. This variant reduces the
required amount of memory and operations for evaluating
the bounds but with an increment in the number of evalu-
ated distances. In a preprocessing stage, a subset of Q pro-
totypes y41, ¢ = 1,...,Q is selected, which are used to sort
the remaining training patterns. So, Q lists of sorted patterns
are generated, and for the g-th list, the distance from its k-
th pattern satisfaces D(y g, Yq1) < D(Yq(k4n), Yq1) for every
neN.

So, the first stage of the algorithm consist in determining
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Figure 1: Two-dimensional example of the application of the
triangular inequality in the kKLAESA method.

the distance D(x,y,1) from the input pattern x to each pro-
totype y,1, and the input pattern is assigned to the list which
prototype is nearest. Then, the distances from the input pat-
tern x to the sorted training patterns y,;,j =2,...,N—Q+1
are evaluated. This process can be early stopped applying
triangular inequalities of the data (2).

D(X,Yq(k+n)) = D(Yk: ¥q1) = D(%, ¥ 1) @

Being dyi, (k) the distance to the k-th nearest pattern to
the input pattern from the analyzed, there is no need to eval-
uate the distance to a training pattern if we can guarantee that
it is greater than d,,;, (k), and, therefore, we can early stop the
search process when dy,in (k) < D(y gk, ¥41) —D(X,¥41).

Figure[I|shows an example of the search procedure for an
illustrative two-dimensional problem. Being x the input pat-
tern to be classified and being d,;, (k) the distance to the k-th
nearest pattern in a given step of the algorithm, then the small
circle shows the region of the space in which there could be
a k-nearest pattern and, therefore, the region of the space to
be searched for candidates. So, let’s consider y,; is the pro-
totype of the selected list, then the small circle is included in
the large circle, and it determines the search region. Taking
into account that the patterns in the list are sorted in function
of the distance to the prototype, then we must just evaluate
the distance to those patterns that are included in the large
circle, and therefore we can early stop the process, reducing
the number of required distances to evaluate.

The procedure to determine the prototypes can be imple-
mented by a clustering algorithm. The number of needed
distances depends on the data distribution and on the num-
ber of prototypes. A high value of Q makes necessary the
evaluation of a high number of distances in the first stage of
the implementation, but usually forces D(x,y41) to be low.
On the contrary, a low value of Q implies a low number of
minimum distances calculated for each pattern, but a higher
D(x,yq1) value.

So, the number of lists (Q) is a user-specific parameter
of the algorithm. In this paper we vary the value of Q and
we use the k-means algorithm to determine the prototypes.
We repeat the experiment several times, and we select the
value of Q and the selected prototypes that minimize the av-
erage number of distances needed to classify the validation
patterns.
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Figure 2: Two-dimensional example of the application of the
triangular inequality in the KTAESA method.

3. DESCRIPTION OF THE PROPOSAL

In this section we describe the proposed implementation of
a kNN classifier, that we denominate k-tuned approximating
and eliminating search algorithm (kTAESA). In order to im-
plement this algorithm, it is necessary to evaluate and record
the distances from the N training patterns each other. So,
these distances are used to generate N lists of indexes, that
determine the position of each training pattern sorted in func-
tion of the distance to each pattern. The value of these dis-
tances are also used to early stop the search process.

The main issue of the algorithm is that, on the contrary
that with the KLAESA algorithm, the input pattern is not
assigned to a list of sorted patterns at the beginning of the
process, but it changes during the search procedure to the
list which first pattern is nearer to the input pattern. So,
the distance from the input pattern to the selected proto-
type D(x,yq1) is always equal to the distance to the near-
est pattern from those evaluated (d,;n (1)), and, therefore, the
early stopping condition is improved. Replacing D(x,y1)
by dmin(1) in equation and rearranging, we obtain the
stopping condition given by (3).

dmin(l) +dn1in(k) < D(qu>Yq1) (3)

The main disadvantage of this method is that, when the
value of d;,(1) changes, it is necessary to change the list
and start in the first pattern of the new list. To avoid the
repetition of the calculus of the distance to the same training
pattern, the use o a set of flags that determine if a pattern has
been evaluated or not is needed.

Figure [2] shows the application of the new stopping cri-
terion in a two-dimensional space. The region of the candi-
dates to be nearer than d,,;,(k) (small circle) is included in
the region of the points which distance to y,; is lower than
dpin(1) + dyin(k). Comparing this figure with figure [1, we
demonstrate that the search region is smaller in the proposed
kTAESA method, and, therefore, the required number of dis-
tances is reduced.

The procedure to implement the proposed algorithm is
described as follows:

1. PREPROCESSING: The process starts by measuring the
distance from the input pattern to k patterns of the train-
ing set. They are considered as the first k candidates to be
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Table 2: Average number of measured distances needed to
classify one pattern for the different databases considered in
the paper.

Breast Diabetes Cancer
Exhaustive search 349 384 16000
kKAESA 24 104 203
kLAESA 103 251 2023
KTAESA 71 193 296

the k-th nearest neighbors. The index of the list g starts
equal to the pattern with less distance, and the index i
of the list starts with value equal to 2 (the first element
is prototype of the list, and its distance has already been
calculated).

2. It is necessary to determine if the i-th pattern of the g-th
list has been evaluated yet. In that case, the index i is
incremented and the algorithm continue in step 6.

3. The distance from the prototype to the i-th pattern to eval-
uate of the g-th list is compared to dyyin(1) + diyin (k). If
it is larger, then the search procedure is stopped and the
classes of the k candidates are used to classify the input
pattern by majority voting. If not, then it is necessary to
evaluate the distance from the input pattern to the corre-
sponding i-th pattern of the g-th list.

4. If this distance is lower than d,;, (k), then this i-th pattern
substitutes the k-th candidate.

5. If this distance is lower than d,,;;(1), then the list index
q is updated so that the new prototype is the new nearest
pattern, and { = 2. If not, then i is incremented, in order
to evaluate the next pattern of the list.

6. If i is larger than the training set size, then the searching
process is stopped, and the input pattern is classified in
function of the classes of the k nearest candidates. If not,
the process iterates in step 2.

This method guarantees that the patterns to evaluate are
those nearest to the best candidate. It shows a strong reduc-
tion in the number of operations when compared to other
methods like, for example, the KLAESA, but on the other
hand it requires the calculus and storage of the distances of
all the training patterns to each others. For example, con-
sidering the distances stored in 4 bytes float numbers, and
the indexes in 2 bytes integers, then it is necessary to have
available 6N bytes of memory in order to store the distances
and the indexes from each N pattern to each N pattern. This
fact can suppose a drawback in those environments with very
large training sets.

4. RESULTS

This section includes the results achieved by the proposed
fast KNN method, the KTAESA, compared to the exhaus-
tive search procedure, the KAESA and the KLAESA. The
comparisons are done considering the three different appli-
cation problems, described in subsection 2.1} Tables [2] [3]
and [] show the results obtained with the different databases,
in terms of average number of distances to evaluate in or-
der to classify one pattern, number of simple operations and
required amount of memory, respectively.
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Table 3: Thousand of simple operations (sums, products and
comparisons) needed to classify one pattern for the different
databases considered in the paper.

Breast Diabetes Cancer
Exhaustive search 10.1 10.0 816.0
kAESA 199.0 10.6 2902.8
KLAESA 3.1 9.3 103.9
KTAESA 3.1 8.9 334

Table 4: Required memory (Kilobytes) for the different
databases considered in the paper.

Breast Diabetes Cancer
Exhaustive search 2 13 379
kAESA 121 589 250379
kLAESA 16 64 5020
kTAESA 240 877 750379

From the obtained results we can extract some analysis:

e The exhaustive search for implementing the kNN classi-
fier requires the highest number of distances to evaluate
but the lowest amount of memory in all the cases consid-
ered in the paper. Both the number of simple operations
and the memory requirements increase linearly with the
training set size.

e The KAESA algorithm achieves the highest reduction in
terms of number of distances to evaluate, but it has the
highest associated number of simple operations. In this
algorithm the required memory increases quadratically
with the training set size. Due to the excessive amount
of comparisons and sums in the eliminating and approx-
imating stages, the number of operations is higher than
the direct implementation of the kNN with an exhaustive
search. Notice that in this paper we consider that the mul-
tiplications are processed in a timing cycle, and therefore
they have the same associated computational cost as a
sum or a comparison. In other cases in which the multi-
plications have a cost higher than sums or comparisons,
then the kAESA method can produce an improvement in
the computational cost, when compared to the exhaustive
search.

e The best results among the methods described in the lit-
erature are achieved by the kKLAESA algorithm. This
method significantly reduces the number of operations
needed to classify each patter, with a linear increase in
the amount of needed memory. The number of distances
is not so low as in the case of the KAESA method, but it
has a very low associated number of simple operations.

e At last, it is important to highlight that the proposed
kTAESA method achieves the lowest number of sim-
ple operations in most of the considered cases. Like
with the KAESA, the memory requirements of the pro-
posed method quadratically increase with the training set
size. The number of required distances is not so low
as in the KAESA case, but the number of simple oper-
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ations (sums, comparison and products) is dramatically
reduced, mainly with medium and large training sets.

5. CONCLUSIONS

In this paper we propose of a novel implementation of the
kNN algorithm: the k-tuned approximating and eliminat-
ing search algorithm (kTAESA). Results are compared with
those achieved by the implementation of the kNN classifier
with exhaustive search, the KAESA and the KLAESA algo-
rithms, in terms of number of distances to evaluate, num-
ber of simple operations needed to classify each pattern, and
amount of required memory. All classifiers are applied to
three databases from the UCI machine learning benchmark
repository.

Results demonstrate the best performance of the pro-
posal, when the number of simple operations (sums, com-
parisons and products) is considered. On the other hand,
the proposed method requires the highest amount of mem-
ory. This fact makes necessary a trade off between the avail-
able memory and the CPU speed, in order to select the best
fast searching algorithms for implementing kNN classifiers.
In those cases in which a real-time classifier is needed, and
there is enough memory in the system, then the proposed
method could be a suitable choice. And in those cases in
which the training set size is too large to store all the vari-
ables of the KTAESA algorithm, the KLAESA method could
be more interesting.
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