15th European Signal Processing Conference (EUSIPCO 2007), Poznan, Poland, September 3-7, 2007, copyright by EURASIP

ROBUST METHOD OF VIDEO STABILIZATION

Marius Tico and Markku Vehvilainen

Nokia Research Center
P.0.Box 100, FI-33721 Tampere, Finland
Email: tico@ieee.org

ABSTRACT the camera movement, called "camera motion”, which must

Video stabilization objective is to remove the unwanted moP€ then stabilized by the system. This problem is rather triv
tion fluctuations from video data. Typically, this is ackgdv 1@l when using hardware motion sensors. However, a pure
by applying a certain amount of corrective motion displace-Software solution, that estimates the motion by matchieg th
ment onto each video frame, such that to cancel the effe¥isual information in different video frames, could be dis-
of high frequency fluctuations caused by unwanted camerirbed by large moving objects passing in front of the cam-
motions. In this paper we present a robust video stabiliza€'@. In order to identify the camera motion, the algorithm
tion system comprising three operations: motion estinmatio Should distinguish between the part of the scene that is ex-
motion filtering, and motion correction. A motion estima-Pected to be static with respect to the camera (e.g. back-
tor robust to moving objects in the scene is designed in ordround), and other parts of the scene representing various
der to identify the camera motion component that follows tgnoVing objects. In static scenes the problem is trivial aglo

be stabilized by the system. A critical role in the quality of2S the entire scene is static with respect to the camera. How-
the stabilization is then played by the ability of the system €Ver, video materials are often capturing dynamic scenes, i
correctly distinguish between the unwanted and the inténdeWhich the identification of camera motion is quite challeng-
motion of the camera. To do this we develop a proceduré!d due to moving objects passing in front of the camera.
that extends the Kalman filtering algorithm by incorporatin Once detected, the camera motion comprises two compo-
the practical system constraints with respect to the amountents: the user intended motion, and the unwanted motion.
of the corrective motion that can be applied on each vided he objective of motion filtering operation is to distinguis
frame. The experimental results show the ability of the probetween these two motion components such that to allow
posed algorithm to reduce the unwanted motion fluctuationsubsequent compensation only for the undesired motion. For
and, at the same time, to follow the user intentional motionthis, it is typically assumed that the intended motion com-
Robustness with respect to large moving objects in the scengonent is smooth, such that it can be calculated by low-pass
as well as the ability of the proposed method to stabilize irfiltering the estimated global motion.

the presence of motion constraints are demonstrated tfiroug  |n [5] the authors proposed low-pass filtering the camera

a series of experiments and comparisons. motion trajectory in Fourier domain. The solution provides
a smooth stabilized motion and it can be applied for off-line
1. INTRODUCTION stabilization of a recorded video sequence. Unfortunately

The ongoing development and miniaturization of consumef€ Solution is unsuitable for a real-time implementation o
a typical consumer device due to its large memory require-

devices that have video acquisition capabilities incredise ments needed to store several frames of the input video se-

need for robust and efficient video stabilization solutions o . .
{uence. For a real-time implementation a causal low-pass fil

unwanted motion fluctuations from the video data. In thetera:sm?rrﬂegqel;rmed in order to reduce the memory requirements

context of hand held video cameras such unwanted motio X o _
fluctuations are typically caused by undesired shakes of the First order IR (infinite impulse response) low pass fil-
hand during video capturing. tering system, known as Motion Vector Integration (MVI),

A video stabilization system comprises three compoiS used in [3]. The main drawback of MVI consists of its
nents: motion estimation, motion filtering, and motion cor-tradeoff between smoothness of the resulted stabilized mo-
rection. The estimation of the global camera motion can b&on and the delay in reaction with respect to changes in the
accomplished either by using hardware motion sensors [1jntended motion. The damping coefficient of the filter must
or by employing a software approach. In the second case, ofé€ selected such that to cope with this tradeoff. Second or-
can chose a certain parametric model for the global motiorfler IR filter, inertial filter, has been proposed in [6], as an
following then to estimate the model parameters by compasttempt to reduce the phase delay, and hence to enhance the
ing consecutive frames of the video sequence. The motio@Pility to follow any intended changes in the camera motion.
between video frames could be described by various mode|§’aln_1an filtering p_rocedure has been used fo_r video stabiliza
e.g. a translation, a rigid transformation comprisingstan  tionin[4, 7], and it has been proven to be a simple and robust
tion and rotation’ or an affine transformation [2] The trkans solution for on-line video stabilization |mp|ementat|0ns
lational model has been proven to be quite effective for the The final stage of the video stabilization system, namely
purpose of video stabilization operation [1, 3, 4], such,tha motion correction, consists of geometrically transforgnin
given also its low computational complexity, it is often pre each video frame such that to cancel the effect of unwanted
ferred in the consumer devices. motion. In particular, using a translational motion modied,

The motion estimator must identify the motion caused bymotion correction is accomplished by correcting the positi
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of the video frame with an amount equal with the differenceedges or corners. To do this, the reference imRge first
between the smoothed translational motion parameters amlivided in non-overlapping blocks (e.g. of size 186 pix-
the estimated global motion parameters. However shiftingls), and the following approximation of the Hessian matrix
the position of the input frame may determine some regiong calculated in each block:

of the output stabilized frame to be undefined. In order to
prevent this, a number of additional border pixels can be al- W, = { Re(xn) - Re(xn)  Rx(xn) - Ry(xn) . Q)
located in the input frame, following then to create the atitp Rx(xn) - Ry(xn)  Ry(xn)-Ry(xn)

frame by cropping it from the larger input frame. The amount .

of corrective displacements that can be applied on eaclovidéVherexn = (xn,yn)" denotes the-th block center coordi-
frame is thereby limited in practice. Any larger corrective "1€S,Rx, Ry denote the image derivatives along the hori-
displacement would result into an incomplete output imageZontal and vertical direction respectively, and the owee-l
as long as part of this image falls outside the boundaries dfotations denote the average of the respective valuesinsid
the input frame. On the other hand, if the amount of correctn® corresponding image block. _
tive displacement is truncated to the maximum value allowed. A measure of the block distinctiveness, and hence of its

by the system then the output frame may not be correctly stgignificance as a potential feature, is the trace of the matri
bilized. W, which is larger in blocks that contain corners, or signif-

In this paper we present a video stabilization system, eni€ant edges. The centers of the blocks for which tf&¢g

phasizing the design of the motion estimation and motion fil€XC€€ds a given threshold are thereby selected in our imple-
tering operations that play a critical role in the stabiiaa mentation as features points to be used in the registratmn p

quality. The proposed methods are design to achieve robuéi-eséiven an input image framd ), a block motion vector
ness with respect to dynamic scenes as well as with respeé‘t 1P g

to the motion constraints imposed in a practical implementadn = (8%, 4yn) " is calculated for each feature poix of R
tion. 0 do this, we employ a block matching procedure [2], that

identifies the most similar block inwith the given reference

block. After this procedure we may end up with a number

2. THE PROPO:LEGDO\QR_E'?ASTAELIZATION of motion vectors that are not valid for estimating the globa
motion between the two frames. Thus, some motion vectors

The general diagram of our video stabilization system ignay originate (or end) in objects that appear in only one of
shown in Fig. 1. The processing could be designed to takde two images, as it is the case with fast moving objects in
place either off-line or on-line. The former alternativeés  the scene. Also other motion vectors may be erroneously es-
ferring to the case when the entire original (non-stakiljze timated due to various image degradations (e.g. noise and
video sequence is available and can be scanned several tinfggtion blur). In order to identify and select the correct mo-
in any order. The second alternative, namely on-line impletion vectors we employ the RANSAC (Random Sample Con-
mentation, is more practical as it does not require the sep&ensus) algorithm [8], in correlation with our assumpticat t

rate storage of the original video. The processing is ahrriethe global motion between the two frames follows a trans-
out during the time the video data is acquired following tolational motion model. Given the selected motion vectors,

encode and store only the stabilized video stream. the weighted Least Squares estimate of the parameters of the
global motion between the two image frames is given by

Original Stabilized -1
video stream Fast memory Motion correction ‘”de§ Shogam 0= |:z Wn] [Z Wndn:| , (2)
(video frames) (image warping) ﬁ) n n
where® denotes the estimated translational vector, and the

* f sums are only over the valid motion vectors identify by the
RANSAC procedure.

Motion

St ===  Motion filtering

2.2 Motion filtering

Let z, denotes one of the motion parameters estimated based
on then-th frame of the video sequence. We can write that

Figure 1: The diagram of the video stabilization system.
Zn = Sh+ Un, 3)

wheres, andu, stand respectively for the intended and un-
wanted components of the motion parameter. Thus, at mo-
The camera motion estimation is essentially an image regnentn, a correction ofc, = —up is needed in order to sta-
istration problem, where the images to be registered are subilize the current frame. In a practical implementation the
cessive frames in the video stream. In our system we adoptenount of corrective motion is limited, i.éc,| < d, where
the translational motion model that proves quite effeciivéd  d represents the number of additional border pixels along the
suitable for mobile implementations. given direction.

Given two consecutive video framé&sand| the global A state space representation model for the motion param-
motion parameters that overlapverR are estimated based eter can be assumed as follows
on feature points representing prominent image featutes. T
feature points are localized in the reference image frafe ( Xn = AXn-1+ben,
as the centers of image blocks Rf that contain prominent Zn = c¢'Xp+Un, (4)

2.1 Camera motion estimation
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wheree, andu, are the process and measurement noise tern % 80
that are assumed zero mean Gaussian distributed with va; o
ancesu? anda? respectively. The process matixhas size
K x K, and the vectors andb are of sizeK x 1. The state
xn is aK x 1 vector from which the intended moti@ can
be extracted bg, = c"x,.

Kalman filtering procedure provides the optimal estimate:
Xn, (@and ultimately the optimal estimate &), based on the
assumed model (4). In our work we extend the procedur -2s0 -20
by incorporating the constraiift,| < d. Thus, the following ° " ame 0 ° 1 e 2 0
algorithm is call at each iteration in order to calculate the
current motion correction based on estimated frame pasitioFigure 2: Example of stabilized motion trajectory: oridina
Zn. motion trajectory (black), and the stabilized motion tcaje
tory delivered by the proposed algorithm (red).
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% il;” \_u Z|”>_g tr):gn each frame. However, in extreme cases of fast motion, the
. n i To o —1 maximum corrective displacement allowed by the system can
4. xXn= Xn+~°+'gn(un)(|un| —d)Pc(c’ Pc) be reached. In such a case the proposed constraint equation
5. Up=2Zn—C Xn embedded in the filtering procedure is executed. In order to
6. return—un evaluate the effectiveness of our method for constraiatire

ment we stabilized a video sequence under different con-

The Kalman gain matrig and the matrixP used in the T . . ;
lgorthm are ndependent o the nput data.They are pre 1L 5208 .25 MHETe, W10 o Do el ST
computed by iterating the following equations until conver 9 y y o

the amount of "jitter” present in the motion trajectory befo

gence, and after stabilization. To do this, we estimate the jitter e
S T 20T ergy present in a motion trajectory as the variance of a high
P = APA"+0:bb pass filtered version of that trajectory. Next, as an objecti
g = Pc(c"Pc+ auz)*l (5) measure of the stabilization quality we use “jitter attenua
T A tion”, that is defined as the ratio between the jitter enengy i
P = (Ik—gc' )P the original and stabilized motion trajectory.
wherelk is theK x K identity matrix, and initial value oP 16

could be the identity matrix.

In contrast to our solution, a trivial approach would con-
sists of running Kalman filtering procedure, following te4i
regard the resulted correction whenever it exceeds therayst
constraint. In such cases, the correction recommendeceby tl z 12|

14}

filtering procedure is simply truncated to the maximum cor- =
rective value allowed by the system. £ 101
In our experiments we employed the state space mod¢ 2
that assumes a constant velocity camera motion alon & 8}
each direction between moments of user intentional motiol Z
changes [4]. The model parameters are: ~ et
A:[é ﬂ’c=[1o]ﬂandb=[11ﬂ- 6) 4
3. EXPERIMENTS 25 1‘0 1‘5 2‘0 2‘5 3‘0 35

Number of border pixels

We evaluated the proposed algorithm on several video se-

guences taken in various usage conditions, e.g. standingigure 3: Jitter attenuation under different system cainsts

walking, running, etc. A typical result is shown in Fig. 2, when using: the proposed method for constraint integration

where the motion trajectory stabilized by the proposed al{circle mark), and the saturation of the motion correction a

gorithm exhibits less jitter than the original motion, artd a the maximum value allowed by the system (star mark).

the same time, it follows closely the most probable user in-

tended motion. Both qualities are essential for the accept- Fig. 3 shows the jitter attenuation achieved for different

ability in consumer devices. For instance the video seqiencsalues of the constraint (hnumber of border pixels), when us-

whose motion is shown in Fig. 2 exhibits a significant pan-ing either the proposed solution, or a trivial saturatiomhef

ning motion (horizontal motion) that should be followed by motion correction to the maximum value allowed in the sys-

the system. tem. All simulations have been performed using the same
Maintaining the stabilized motion trajectory as close toparameters for the state space model, such that the differ-

the original motion as possible has also the advantage to rences in performance are caused only by the strategy used

duce the amount of corrective motion needed for aligningo incorporate the system constraint into the filtering proc
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@) (b)

Figure 4: Several overlapped video frames after stahitimat(a) when using our method, (b) when using another method
proposed in the literature. Note that the proposed apprisantt disturbed by the moving object, being able to stadiith
respect to the static background that is sharp in the oyeglthpicture.

dure. The simulation shows that in the presence of system series of experiments and comparisons carried out on real
constraints the stabilization quality is improved by enyplo video data.

ing the proposed solution. We note also that by increasiag th

number of border pixels the two solutions converged to simi- REFERENCES
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