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ABSTRACT 
 

In an analogy with image texture segmentation in 
visual scene analysis, this paper describes a method 
for segmenting sound textures in a stream of audio. 
In particular, we propose a visual scheme to 
partition an audio stream signal into pieces of 
audio textures. This visual representation is based 
on the inter-similarity matrix of  the MFCC feature 
in the signal frames. Classical image enhancement 
such as binarization and median filtering are 
applied to the inter-similarity matrix in-order to 
partition the matrix into homogenous regions. A 
novelty test operator is then used to localize the 
boundaries of the image regions, which correspond 
to audio textures boundaries, signalling thereby a 
change of audio scene. The perceptual and 
computational advantages of this visually-based 
audio texture segmentation are illustrated using a 
wide range of sound textures of varying degree of 
complexity. 
 
Key-words: audio texture – inter-similarity matrix 
audio/image segmentation – image enhancement - 
Novelty test - MFCC. 
 

1. INTRODUCTION 
 
With the increasing multimedia applications and the 
rising volume of audio data, the question of 
automatic audio scene analysis and thereby 
interpretation becomes of great importance in many 
settings [1]-[2]. For instance, the sound of traffic 
jam is directly linked to city environment. The 
sound of a crowd is typically associated with sport 
event if that crowd is cheering, a sitcom setting if 
the crowd is laughing, or could even describe the 
atmosphere of a marketplace or a shopping center. 
Similar scene analysis could be achieved in 
association with sound textures such as fire cracks 
and rain drops among others. We believe that the 
concept of audio texture, though relatively recent in 
audio media, is a key ingredient in most audio 
productions such as film and video scenes.  
 
 
 
 
 

 
 
 
Examples of audio textures range from rainfall, 
crowd sound to fire-cracks. Natural textured sounds 
often present key information on the audio scene, 
which is regarded as background “noise” in 
classical speech/music processing. Just as visual 
texture segmentation (see for example [3]-[4]) 
presented critical clues to visual scenes analysis, we 
believe that the recently introduced audio class of 
textures has a similar role in analyzing and 
interpreting audio scenes. Therefore the ability to 
segment an audio stream composed of a sequence 
of textured sounds is as important to signal 
processing as visual texture segmentation has been 
to image processing. 
 
Over the past decades, researchers have 
investigated various methods for audio 
segmentation and classification for a variety of 
applications, least of which speaker identification, 
speech/music segmentation and audio stream 
analysis for indexing and retrieval needs [5]-[8]. On 
the other hand the literature on audio texture is 
relatively recent and has focused mainly on 
different techniques for generating such audio 
signals [9]-[10]. 
 
There is an inherent difficulty in segmenting two 
textured sounds by examining their time waveform 
or their spectrograms because of the inherent 
similarities, imposed by the long-range stationnarity 
property of these types of signals. In this work we 
propose a visually-based characterization approach 
where we can take advantage of the available image 
processing tools in-order to best detect the presence 
of two or more audio textures. 
 
The paper is organized as follows: Section 2 
presents the visually-based characterization of a 
given audio texture and describes its perceptual and 
computational advantages. Section 3 details the 
audio texture segmentation steps based on the 
enhanced inter-similarity image. Section 4 
illustrates the obtained results and discusses ways 
of improvement. 
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2.  IMAGE-BASED AUDIO TEXTURE 
CHARATERIZATION 

 
In an analogy to visual textures, an audio texture is 
regarded as a class of sounds, characterized by a 
repetition of structural building elements, called 
sound grains. Natural audio textures often display 
randomness in their time appearance and relative 
ordering, while preserving certain essential 
temporal coherence [10]-[11], and [16]. 
 
Having a visual representation of the audio texture 
and thereby the audio scene, where we can use 
image processing techniques, is the main idea 
behind our approach for partitioning the audio 
stream. However, one should note that the matrix 
representation of the inter-similarity among an 
audio signal features is not new and several works 
in the literature have relied on this technique to 
analyse the constituent’s  structures of the classical 
(speech and/or music) audio signal [10]-[12]. 
 
2.1 Visual representation of an audio texture  
 
We based our analysis of the audio signals on the 
classical Mel-Frequency Cepstral Coefficients 
(MFCC) representation, due to its compact and 
faithful representation of the signal time 
information [13]. The pre-processing stage 
therefore consists of first partitioning the audio 
signal into frames of 256 samples and then each 
frame is represented via the first 13 MFCC 
coefficients. Let  denote the row feature vector iC
of frame i. One of the simplest operations one can 
perform is to capture the degree of similarities 
between any two frames, using the classical vector 
product; Let S denote the matrix whose elements 
are given by: 
 
                                             (1) Τ= ji CCjiS .),(
 
The result is a symmetric square matrix, which will 
fasten visibly the computation time in the following 
processing stages. It was shown in [13] that a visual 
display of this measurement, treating the entries as 
“grey- levels”, yields a highly homogenous image 
characterization of S when the signal is textured, 
and highly non-homogenous for non-textured audio 
such as speech (see Figure 1). 

 

                           
 

(a)                    (b) 

 

 

 
(c) 

    
Figure 1: Samples of sounds and their similarity matrices: 
(a) fire-cracks, (b) water stream, and (c) speech. All 
sounds were sampled at 44.1 kHz and of 5 second 
duration each. 
 
In this (image) grey level representation, dark 
pixels correspond to high similarity, while light 
pixels represent low level of similarity. 
 
2.2 Multiple texture characterization 
 
This visual representation of audio allows an easy 
way to detect the presence of two or more different 
textures. In fact, an audio stream playing a 
sequence of two successive audio textures yields a 
similarity matrix with a well structured image: two 
homogenous blocks on the diagonal, reflecting the 
stationary behaviour of each texture, and a third 
block which measures the cross-correlation 
between the textures, as shown in figure 2.  

 
Figure 2: Generic block structure of the similarity matrix 
of a sequence of two audio textures of the equal duration.  
 
It is clear that the image characterization of audio 
texture allows not only for a quick  visual test of the 
degree of “textured-ness” of the signal, but it also 
opens the door to the set of image processing tools 
available for image enhancement and region 
detection, as will be illustrated below. 
 
3. AUDIO TEXTURE SEGMENTATION 
 
Once the inter-similarity image is obtained, the 
audio texture segmentation process requires two 
stages: the first stage makes use of basic image 
enhancement operations and the second performs a 
region detection operation, which marks the time 
frame boundaries of the constituent audio textures. 
 
3.1 Similarity matrix image enhancement 
 
The simple structure of the similarity matrix offers 
an easy processing procedure via classical image 
enhancement techniques. In our work we have 
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performed standard image binarization (via mean-
based thresholding), followed by a median filtering 
to reduce the speckle-like resulting noise [15]. 
Resulting image yields a clean view of the matrix 
making the next stage of segmentation process 
computationally faster.  

 
Figure 3: Image enhancement of the inter-similarity 
matrix S.  
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Where W is window of odd size (in our case size 
5x5). The algorithm for median filtering requires 
arranging the pixel values in the window in an 
increasing or decreasing order and picking the 
middle value [15]. Figure 4 illustrates this image 
enhancement process through an example. 
 
                          Rain                      Crowd 

 
(a) 

    

   
              S                         P                          Q 

 
(b) 

 
Figure 4:  Enhancement of similarity matrix S. (a): the 
rain-crowd signal, sampled at 44.1 khz for a 2.5 sec equal 
duration of each texture. and results obtained in (b) based 
on the steps of figure 3. 
 
3.2 Novelty score and texture boundaries 

he purpose of this visually-based method is to 
 
T
localize time boundary to segment audio scenes 
(sound textures). In this sense, a region detection 
procedure is adopted; in particular, a gradient 
operator is applied over the diagonal block of the 
clean binary view of S. This one-pass operation 
produces a novelty score signal, which identifies 
the time frame at which the new texture is 
introduced, yielding thereby a set of segmented 
audio textures. The novelty score test is obtained by 
correlating the matrix S with a kernel K that 

captures the similarity/dissimilarity of a given 
frame i with its surrounding frames: 
 
                                                                          (4) 
 
We have used the following 2x2 and 4x4 kernel 
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The kernel operator K acts as an “edge detector” 
across the region of application. In the audio 
context, this kernel is applied on the diagonal of the 
enhanced matrix in order to detect changes among 
neighbouring time frames of the signal.  

 
 
Figure 5: Novelty test operation applied to the similarity 
matrix. 
 
The perceptual and computational gains in applying 
a gradient operator through the enhanced image of 
S reduce the novelty test to the following simple 
computation for the classical 2x2 kernel: 

  )).1,(1(1)( +−= iiQiN              
2

      (6) 

The advantages of using the enhanced matrix are 
far greater than that of the original matrix. In fact, 
the problem of threshold selection is greatly 
simplified with the cleaned version S. The novelty 
is marked by a binary signal that the occurrence 
locates the time frame at which the second texture 
is introduced; Figure 7 shows the results obtained 
for the rain-crowd sound of figure 5. 

 
                              (a) 

 
 
                                             (b) 
  
Figure 6: Novelty test results for the example of rain-
crowd shown in figure 5 applied (a) to S, (b) to Q after 
cleaning (median filtering applied 3 times). 
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It is clear from figure 6 (a) that applying a Novelty score 
test on the original matrix S without any processing 
produces a signal rich of details, the level of which 
depends on the size of the kernel K. The difficulty in 
analyzing this kind of result resides in finding the proper 
level of thresholding capable of providing the desired 
segmentation. Figure 6 (b), on the other hand, shows the 
results of applying the Novelty score test on the enhanced 
image Q. It is clear that the problem of threshold 
selection is largely avoided, since most of the local 
variations within an audio texture have been cleaned 
during image enhancement. 

 
4. RESULTS AND DISCUSSION 

 
The pro ied to 

any t noise, 
posed segmentati  scheme was appl
ypes of audio textures, including 

on
m
which we consider a ‘primitive’ form of texture. 
The following figures show the results obtained. 
The audio textures sound files can be found in [16]. 
In all simulations, the audio signals were sampled 
at a frequency of 44.1 kHz. The total duration of 
each signal was 5 seconds (i.e., 220500 samples), 
The first half of the signal was taken from first 
texture, while the second half originated from the 
second texture. 
 

 
(a) 

 
(b) 

                  

 
 (c)  

 
Figure 7:  Segmentation results of white noise and 
Brownian noise. (a) Tim al, (b) enhanced 

milarity matrix, (c) Novelty sco
e sign

si re test obtained 
using a kernel of size 2 applied diagonally. 
  
 
 
 
 
 

 
(a) 

 
(b) 

 

  
(c) 

    
Figure 8: Segmentation ts of the sound of rain 

lowed by the sound of a crowd cheering. (a) 
resul

fol
Time signal, (b) enhanced similarity matrix with 
median filtering applied 3 times, (c) Novelty score 
test obtained using a kernel of size 4 applied 
diagonally. 
 
 

 
(a) 

 
(b) 

 
(c) 

 

 
Figure 9:  Segmentation results of a stream of water 

llowed by the sound of fire. (a) Time signal, (b) fo
enhanced similarity matrix with median filtering 
applied 3 times, (c) Novelty score test obtained 
using a kernel of size 2 applied diagonally. 
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Discussion 

om the above results that the proposed 
ethod offers relatively accurate segmentation 

oach 
 at the frame level since all operations are based 

ON 

We have attem dio scene 
hanges purely from an audio texture perspective.  
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In particular, we described an efficient and fast 
method for detecting and localizing at the frame 
level the coming/entry of a new audio texture. It is 
up to the human user to judge which of the changes 
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