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ABSTRACT

In this paper, a novel method for Cued Speech language
recognition is proposed. A multimodal processing framework
is developed for the efficient fusion of the modalities under
consideration. The robust feature extraction from the audio,
lip shape and gesture modalities is also discussed. Moreover,
the inherent correlation among the signals is modelled using
a modified Coupled Hidden Markov Model. The contribution
of each modality to the fused decision is modified by assess-
ing its reliability and assigning a weighting factor to improve
the accuracy of the recognized words. The method is experi-
mentally evaluated and is shown to outperform methods that
rely only on the perceivable information to infer the trans-
mitted messages.

1. INTRODUCTION

Recent technological advances have improved communica-
tion between disabled people. The emerging artificial intel-
ligence techniques are starting to diminish the barriers for
impaired people and change the way individuals with dis-
abilities communicate. A common problem in intercommu-
nication between impaired individuals is that, in general, they
do not have access to the same modalities and the perceived
communicated message is limited by one’s disabilities. A
quite challenging task involves the transformation of a signal
into another perceivable form to enable or enhance commu-
nication. Ideally, a recognition system should combine all
incoming modalities of an individual, perform recognition of
the transmitted message, and translate it into signals that are
more easily understood by impaired individuals.

Automatic translation of gestural languages has been an
active topic during the last years as it is expected to improve
everyday life of impaired people [1]. Much effort has been
concentrated on the automatic recognition and generation of
Cued Speech language [2], which is a specific gestural lan-
guage (different from the sign language) used for communi-
cation between deaf and hearing people. An automatic cue
generating system based on speech recognition is presented
in [3], while a Cued Speech synthesizer was developed in [4]
based on 3D hand and face movements. Additionally, a Cued
Speech hand gesture recognition tool is presented in [5]. A
glove is employed to improve hand shape segmentation and
a set of parameters is used to construct a structural model. In
[6], the limitation of using a glove is suppressed by a tech-
nique for automatic gesture recognition based on 2D and 3D
methods.

This work was supported by the EC IST-NoE FP6-507609 (SIMILAR).

An automatic Cued Speech recognition system should
fuse the input of three modalities, (audio, lip shape, and hand
shape) and take advantage of their complementary nature to
deduce correctly the transmitted message. Multimodal ap-
proaches have been shown to be advantageous in continuous
audio-visual speech processing. In [7], audio and visual fea-
tures are integrated using a Coupled Hidden Markov Model
(CHMM). Moreover, the complementary and supplementary
information conveyed by speech and lip shape modalities
is investigated in [8], where CHHMs are also employed to
exploit the interdependencies between these two modalities.
CHMMs are also employed in [9] to model loosely-coupled
modalities where only the onset of events is coupled in time.
Moreover, the use of Dynamic Bayesian Networks (DBNs)
is introduced to fuse the feature vectors extracted from lip
shapes and the audio signal in [10].

In this paper, a multimodal fusion method for Cued
Speech language recognition is proposed. The basic idea is
to exploit the correlation among modalities to enhance the
perceivable information by an impaired individual who can
not access all incoming modalities. Thus, a modality which
would not be perceived due to a specific disability can be em-
ployed to improve the information that is conveyed in the per-
ceivable modalities and increase the accuracy rates of recog-
nition. In that way, modality replacement can be achieved.

Based on that, a new multimodal fusion framework for
continuous Cued Speech language recognition is proposed.
A specific feature extraction method is presented for each
modality involved in Cued Speech. Furthermore, the com-
plex interactions and inter-dependencies among the modali-
ties are modelled by a modified CHMM, in which the contri-
bution of each modality is adjusted by a reliability measure.
The common way of incorporating these reliability values
into decision fusion is to use them as weighting coefficients
and to compute a weighted average [11]. Modality reliability
has also been examined in [12], in the context of multimodal
speaker identification. The main contribution of this paper
to the Cued Speech language recognition is the development
of a fusion scheme for word recognition. To the best of our
knowledge, this is the first approach to combine audio, lip
shape, and hand shapes for the improvement of the recogni-
tion of the transmitted message in the context of Cued Speech
language.

2. CUED SPEECH

The architecture of the proposed modality replacement ap-
proach is depicted in Fig. 1. The performance of such a
system is directly dependent on the efficient multimodal pro-
cessing of multiple inputs and the effective exploitation of
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Figure 1: The modality replacement system architecture.

their mutual information to achieve accurate recognition of
the transmitted content. After the recognition is performed
effectively, either a modality translator can be employed to
generate a new modality or the output can be utilized to de-
tect and correct possibly erroneous feature vectors that may
correspond to different modalities.

The Cued Speech paradigm has been selected to demon-
strate the modality replacement concept. It uses eight hand
shapes placed at four different positions near the face, as il-
lustrated in Fig. 2, in combination with the natural lip move-
ments of speech to make the sounds of spoken language look
different from each other. In that sense, it can be considered
as the visible counterpart of the spoken language, in which
one uses visual information extracted from the speaker’s lips
to improve word recognition, especially in noisy environ-
ments. While talking, cued speakers execute a series of hand
and finger gestures near the face closely related to what they
are pronouncing. Thus, the transmitted message is contained
into three modalities: audio, lip shapes, and hand shapes.

Cued Speech is based on a syllabic decomposition: the
message is formatted into a list of “Consonant-Vowel sylla-
bles”, which is known as CV list. Each CV is coded using a
different hand shape, which is combined with the lip shape,
so that it is unique and understandable.

The fact that hand shapes are made near the face and also
that the exact number and orientation of fingers has to be de-
termined in order to deduce the correct gesture differentiate
Cued Speech from sign languages. In sign languages, the
segmentation of the head and the hands is based on a skin
color technique [13]. However, vision-based extraction of
the hand features is prone to introducing errors when back-
ground color is similar to the skin color. Moreover, the skin
color depends on the user and it is affected by lighting, back-
ground and reflected light from users clothes.

Since the scope of the present work lies mainly in the ef-
ficient combination and fusion of the modalities, the feature

Figure 2: Hand shapes and face positions in Cued Speech
Language.

extraction and representation procedure is constrained to a
brief analysis, given in the following section.

3. FEATURE EXTRACTION AND
REPRESENTATION

3.1 Audio feature extraction
Robust features have to be extracted from the audio signal
to ensure acceptable recognition rates under various environ-
ments. The most popular features used for speech processing
are the Mel Frequency Cepstral Coefficients (MFCC) since
they yield good discrimination of the speech signal. The
audio stream is processed over 15 msec frames centered on
25 msec Hamming window. The MFCC feature vector for a
frame comprises 13 MFCCs along with their first and second
order derivatives.

3.2 Lip shape feature extraction
For the lip shape modality, the robust location of facial fea-
tures and especially the location of the mouth region is cru-
cial. Then, a discriminant set of visual observation vectors
have to be extracted. The process for the extraction of the lip
shape is presented in [10], and is described in brief below so
that the paper is self-contained.

Initially, the speaker’s face is located in the video se-
quence as illustrated in Fig. 3. Subsequently, the lower
half of the detected face is selected as an initial candidate of
the mouth region and Linear Discriminant Analysis (LDA)
is used to classify pixels into two classes: face and lip. Af-
ter the lip region segmentation has been performed the con-
tour of the lips is obtained using the binary chain encoding
method and a normalized 64x64 region is obtained from the
mouth region using an affine transform. In the following,
this area is split into blocks and the 2D-DCT transform is
applied to each of these blocks and the lower frequency co-
efficients are selected from each block, forming a vector of
32 coefficients. Finally, LDA is applied to the resulting vec-
tors, where the classes correspond to the words considered
in the application. A set of 15 coefficients, corresponding
to the most significant generalized eigenvalues of the LDA
decomposition is used as the lip shape observation vector.
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Figure 3: Mouth location for lip shape representation.

3.3 Gesture feature extraction
Since Cued Speech is strongly dependent on the hand shapes
made by the cue speaker while talking, it is essential for a
multimodal speech recognition system to detect and classify
gestures in a correct and efficient manner. The main problem
that has to be addressed is the segmentation of the hand and
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the fingers in front of the cue speaker’s face and the possible
occlusions, which pose limitations to the application of a skin
color mask. Moreover, since the exact orientation and the
number of fingers is crucial the algorithm must be able to
discriminate between fingers and estimate the position of the
hand shape relative to the speaker’s mouth.

To overcome the aforementioned problems the proposed
method is based on gestures made with a glove consisting
of 6 colours: one for each finger and one for the palm. In
that way, a color mask can be employed to determine which
finger is present in each frame and estimate the position of
that finger. The mass centre of each finger is computed and
the absolute difference between the mass centre of the mouth
(as computed in the lip shape extraction procedure) and the
mass centre of each finger forms the feature vector for the
hand shape modality. It must be stressed that other param-
eters could also be selected to represent the hand gestures,
such as the parameters employed in [5].

4. MULTIMODAL FUSION

The combination of multiple modalities for inference has
proven to be a very powerful way to increase detection and
recognition performance. By combining information pro-
vided by different models of the modalities, weakly incor-
rect evidence in one modality can be corrected by another
modality. Hidden Markov Models (HMMs) are a popular
probabilistic framework for modelling processes that have
structure in time. Especially, for the applications that inte-
grate two or more streams of data, Coupled Hidden Markov
Models (CHMMs) have been developed.

A CHMM can be considered as a collection of HMMs,
one for each data stream, where the hidden backbone nodes
at time t for each HMM are conditioned by the backbone
nodes at time t − 1 for all the related HMMs. It must be
noted that CHMMs are very popular among the audio-visual
speech recognition community, since they can model effi-
ciently the endogenous asynchrony between the speech and
lip shape modalities. The parameters of a CHMM are de-
scribed below:

πc
0(i) = P(qc

t = i) (1)
bc

t (i) = P(Oc
t |qc

t = i) (2)

ac
i| j,k,n = P(qc

t = i|qA
t−1 = j,qL

t−1 = k,qG
t−1 = n) (3)

where qc
t is the state of the coupled node in the c− th stream

at time t, πc
0(i) is the initial state probability distribution for

state i in the c− th stream, Oc
t is the observation of the nodes

at time t in the c− th stream, bc
t (i) is the probability of the

observation given the i state of the hidden nodes in the c− th
stream, and ac

i| j,k,n is the state transitional probability to node
i in the c−th stream, given the state of the nodes at time t−1
for all the streams. The distribution of the observation prob-
ability is usually defined as a continuous Gaussian mixture.
Fig. 4 illustrates the CHMM employed in this work. Square
nodes represent the observable nodes whereas circle nodes
denote the hidden (backbone) nodes.

One of the most challenging tasks in automatic speech
recognition systems is to increase robustness to environmen-
tal conditions. Although the stream weights needs to be prop-
erly estimated according to noise conditions, they can not
be determined based on the maximum likelihood criterion.
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Figure 4: Coupled HMM for fusion of three modalities.

Therefore, it is very important to build an efficient stream-
weight optimization technique to achieve high recognition
accuracy.

4.1 Modality reliability
Ideally, the contribution of each modality to the overall out-
put of the recognition system should be weighted according
to a reliability measure. This measure denotes how each ob-
servation stream should be modified and acts as a weighting
factor. In general, it is related to the environmental condi-
tions (e.g., acoustic noise for the speech signal).

The common way of incorporating these reliability val-
ues into decision fusion is to use them as weighting coeffi-
cients and to compute a weighted average. Thus, the proba-
bility bm(Ot) of a feature Ot for a word m is given by:

bm(Ot) = wA ·bA(OA
t )+wL ·bL(OL

t )+wG ·bG(OG
t ) (4)

where bA(OA
t ), bL(OL

t ), bG(OG
t ), are the likelihoods for an

audio feature OA
t , a lip shape feature OL

t , and a gesture fea-
ture OG

t , respectively. The parameters wA, wL, and wG are
the audio, lip shape, and gesture weights, respectively, and
wA +wL +wG = 1.

In the proposed method, a different approach is employed
to determine the weights of each data stream. More specif-
ically, for each modality, word recognition is performed us-
ing a HMM for the training sequences. The results of the
(unimodal) word recognition indicate the noise levels in each
modality and provide an approximation of their reliability.
More specifically, when the unimodal HMM classifier fails
to identify the transmitted words it means that the observa-
tion features for the specific modality are unreliable. On the
other hand, a small word error rate using only one modality
and the related HMM means that the corresponding feature
vector is reliable and should be favoured in the CHMM.

4.2 Modified Coupled Hidden Markov Model
4.2.1 Training

The Maximum Likelihood (ML) training of the dynamic
Bayesian Networks in general and of the CHMMs in
particular, is a well understood technique [10]. However, the
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iterative maximum likelihood estimation of the parameters
only converges to a local optimum, making the choice of
the initial parameters of the model a critical issue. In this
section, an efficient method for the initialization of the ML
training that uses a Viterbi algorithm [14] derived for the
CHMM is presented. The Viterbi algorithm determines the
optimal sequence of states for the coupled nodes of audio, lip
shapes, and hand shapes that maximize the observation like-
lihood. The Viterbi algorithm for the three-stream CHMM
used in the developed system can be defined in four stages:
initialization, recursion, termination, and backtracking.

1) Initialization

δ0(i, j,ϑ) = πA
0 (i)πL

0 ( j)πG
0 (ϑ)bA

t (i)bL
t ( j)bG

t (ϑ) (5)
ψ0(i, j,ϑ) = 0 (6)

2) Recursion

δt (i, j,ϑ) = max
k,l,m

{δt−1(k, l,m)ai|k,l,ma j|k,l,maϑ |k,l,m}·
·bA

t (k)bL
t (l)bG

t (m)
(7)

ψt (i, j,ϑ) =
= argmax

k,l,m
{δt−1(k, l,m)ai|k,l,ma j|k,l,maϑ |k,l,m} (8)

3) Termination

P = max
i, j,ϑ

{δT (i, j,ϑ)} (9)

{qA
T ,qL

T ,qG
T } = argmax

i, j,ϑ
{δT (i, j,ϑ)} (10)

4) Backtracking

{qA
t ,qL

t ,qG
t } = ψt+1(qA

t+1,q
L
t+1,q

G
t+1) (11)

4.2.2 Recognition

The word recognition is performed using the Viterbi algo-
rithm, described above, for the parameters of all the word
models. It must be emphasized that the influence of each
stream is weighted at the recognition process because, in
general, the reliability and the information conveyed by each
modality is different. Thus, the observation probabilities are
modified as:

bA
t (i) = bt(OA

t |qA
t = i)wA (12)

bL
t (i) = bt(OL

t |qL
t = i)wL (13)

bG
t (i) = bt(OG

t |qG
t = i)wG (14)

where wA, wL, and wG are respectively the weights for audio,
lip shape, and gesture modalities and wA +wL +wG = 1. The
values of wA, wL, and wG are obtained using the methodology
of section 4.1.

5. EXPERIMENTAL RESULTS

Since there is no available database for Cued Speech lan-
guage, the multimodal speech recognition system was eval-
uated on multimodal sequences including gesture, lip and
speech data corresponding to a small set of words. More
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Figure 5: Word error rate at various acoustic noise levels

specifically, the vocabulary consisted of digits from zero to
nine. Each word of the considered vocabulary was repeated
twelve times; nine instances of each word were used for
training and three instances were used for testing. Five sub-
jects were trained to perform the specified gestures.

Six states were considered for the coupled nodes in the
CHMM, with no back transitions and three mixture per state.
The form of the feature vectors has been described in Section
3. For audio only, lip shape only, and gesture only recogni-
tion, a HMM was used with six states and no back transitions.
In the audio-only and all multimodal Cued Speech recogni-
tion experiments including audio, the audio sequences used
in training were captured in clean acoustic conditions. The
whole system was evaluated for different levels of noise, in
terms of Signal to Noise Ratio (SNR), and the results are de-
picted in Fig. 5.

The experimental results indicate that the proposed ap-
proach which exploits the audio, lip shape and gesture
modalities (A-L-G) achieves smaller word error rate com-
pared to the unimodal approaches. More specifically, the
proposed system achieves consistently better results and the
results are even more impressive compared to the audio-
only method when the quality of the noise signal deteriorates
(small SNR values). A reduction of approximately 20% in
word error rate is achieved at 15 dB.

To demonstrate the merit of the proposed approach, a
comparison with a scheme which exploits only visual infor-
mation ( lip shapes and hand shapes) is presented. This sce-
nario corresponds to an individual with hearing disabilities
while trying to understand a cue speaker. Due to hearing loss,
the impaired person can rely only on lip and hand shapes to
infer the transmitted message. However, much of the trans-
mitted information is contained in the audio signal which the
disabled person can not perceive. The results illustrated in
Fig. 5 indicate that the Lip-Gesture (L-G) approach yields
substantially lower recognition rates compared to the scheme
which combines audio, lip shapes, and gestures (A-L-G).

The superior performance of the proposed system can
be attributed to the effective modelling of the interactions
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and the inter-dependencies among the three modalities. It is
worth noting that the algorithm can correctly identify words
even if all unimodal recognizers fail to recognize the trans-
mitted word. As depicted in Table 1, the three unimodal rec-
ognizers misinterpret the word “four”. However, the mul-
timodal scheme can efficiently process the feature vectors
from each modality and infer the correct word.

Table 1: Word recognition at 30 dB using different fusion
methods.

Method zero one two three four five six seven eight nine
A-L-G zero one two three four five six eight eight nine
L-G zero zero two three five five six eight eight nine
Audio zero one five three five five six eight eight nine
Lip zero zero two three five five six eight eight one
Gesture one zero two three five five zero one eight nine

Future work will focus on implementing the modality re-
placement concept as depicted in an instance of the recogni-
tion procedure in Fig. 6. In particular, after the recognition
of the transmitted message, a modality translation method
should be applied to transform the conveyed information
into a modality that can be perceived by the listener (e.g.,
text, haptic, audio, sign language, etc.) and, thus, improve
inter-communication between disabled people. Moreover,
although the proposed system was not tested in large vocabu-
lary continuous Cued Speech recognition, it is expected that
the proposed method can be extended without major modifi-
cations.
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Figure 6: Potential applications of the modality replacement
framework.

6. CONCLUSIONS

A novel multimodal fusion framework for continuous Cued
Speech language recognition was proposed. A specific fea-
ture extraction method for the speech, lip shape, and gesture
signals was presented for the efficient representation of the
modalities. Furthermore, a modified CHMM was developed
to fuse the multiple modalities and a reliability measure was
estimated and applied on the data streams. The experimen-
tal evaluation demonstrated that by exploiting the correlation
among all incoming modalities the recognition rate can be
improved.
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