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ABSTRACT
This paper proposes a technique for determining the dis-
tance between a sound source and the microphones in an
ad-hoc distributed array. The proposed �Range-Finder� al-
gorithm is robust in the presence of reverberation and, in
contrast with previously published source-localization tech-
niques, does not require knowledge of the relative positions
of the microphones. We present the results of experiments
using simulated and real data to demonstrate the ef�cacy of
our approach.

1. INTRODUCTION

Passive estimation of the distance between a source and a re-
ceiver is a central problem in array signal processing. For in-
door applications, using microphone arrays, such estimates
would have application in source-localization or speaker
tracking. In addition, they could inform decisions regard-
ing microphone selection, allowing us to select the micro-
phone(s) nearest the source or farthest from some likely in-
terference. Range estimates could also have use in determin-
ing appropriate speech enhancement strategies, such as when
deciding whether or not to use a dereverberation algorithm.
Given knowledge of the relative microphone positions,

the source-microphone range may easily be obtained from
estimates of the relative position of the source - an end to
which a variety of solutions have been proposed.
Much of the previously published work on source local-

ization has focused on the use of the relative intersensor time-
delay-estimates (TDEs) (see [1] and references therein for
a review of time-delay-estimation techniques). In the two-
dimensional case, source localization may be considered a
practical application of Apollonius' problem of tangent cir-
cles [2]. The numerical solution to this problem, as discov-
ered by Viète (see [3] for a description of his solution), may
be easily expanded to the three-dimensional case and given
TDEs between a minimum of four microphones (three in the
two-dimensional case), a source location may be found. In
[4], TDEs are determined for pairs of microphones in a se-
ries of four-element, square microphone arrays. From these,
source bearing-lines are calculated, with the �nal source lo-
cation estimate being calculated as a weighted average of
the closest intersections between bearing-line pairs. In [5]
and [6] the authors estimate the source location via a least-
squares �tting of the TDEs for an ad-hoc but known deploy-
ment of sensors.
Relative range estimates may also be obtained from a

comparison of received signal power. In [7] the authors com-
bine TDEs and relative signal power measurements to deter-
mine the location of a source in the extreme near-�eld of a

two-element array. In [8] the authors present a method for
source localization that utilizes received signal energy only.
Whilst this technique is reported as returning consistently ac-
curate source-bearing estimates, it is shown by the authors
that range estimates are subject to a signi�cant bias in the
presence of reverberation.
The use of techniques employing power measurements is

commonly restricted to anechoic environments, or to situa-
tions where the effects of reverberation are negligible. This
is due to the dif�culty inherent in modelling and/or miti-
gating against the presence of reverberation and its conse-
quent adverse effects. Techniques that use TDEs only are
preferred when reverberation is present although, as we have
noted, these require knowledge of the relative microphone
positions.
However, for many practical applications, microphone

locations will be unknown. Yet, the question of how to esti-
mate the range between a sound source and a microphone, in
the presence of reverberation and with the relative positions
of the microphones unknown, remains largely unaddressed.
We propose a solution to this problem. Our method com-
bines relative power measurements with TDEs in such a way
as to mitigate against the adverse effects of reverberation and
obtain absolute source-microphone range estimates for mi-
crophones at unknown locations.
In section 2, we shall brie�y discuss the relevant char-

acteristics of sound propagation in rooms. In section 3, we
derive a well-known but naïve range estimator as well as the
proposed "Range-Finder" algorithm. In section 4, we present
the results of a series of experiments designed to test the per-
formance of our approach. We conclude in section 5.

2. SOUND PROPAGATION IN ROOMS

In a noiseless but reverberant environment the signal received
at some microphone, m0, will consist of a direct-path com-
ponent and multiple re�ected components jointly referred to
as reverberation. The input to the microphone may be mod-
elled as the convolution of the source-microphone impulse
response, h0 (t), and the source signal, s(t).

x0(t) =
tZ
0

s(p)h0(t� p)dp

In the frequency domain

X0 (ω) = S (ω)H0 (ω)

The received signal power spectrum may be calculated as
follows. Note that, for clarity, we omit the dependence on
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ω in the sequel.
jX0j2 = jSj2 jH0j2 (1)

jX0j2 = jSj2 (
��Hdp0 ��2+ ��Hmp0 ��2+2RefHdp0H�mp0g) (2)

where Hdp0 is the component of H0 due to direct-path (non-
re�ected) propagation and Hmp0 is the reverberant compo-
nent due to multipath re�ections. In room environments, we
may reasonably assume a homogenous medium (air). For an
omnidirectional source and receiver, the power of the direct-
path component of sound, received at m0, is inversely pro-
portional to the source-microphone range, r0, squared.��Hdp0 ��2 _ 1

r20

From this ��Hdpa ��2 = ��Hdp0 ��2
"�
r0
ra

�2#
(3)

The direct-path component decays at a rate of 6dB per
doubling of distance. The reverberant component will be
dependant upon factors such as the dimensions and surface
absorption characteristics of the room. These vary widely
from room-to-room and so we cannot know

��Hmp0 ��2 a pri-
ori. However, an investigation of direct-to-reverberant ratio
(DRR) in real rooms proves informative.
The DRR is the ratio of the received sound energy due

to the direct-path component and multipath re�ections. For
a given bandwidth, the DRR for a microphone, m0, may be
de�ned as follows

DRR0 =
R ��Hdp0 ��2 dωR ��Hmp0 ��2 dω

Figure (1) shows a plot of DRRs, found at a variety of lo-
cations in an of�ce, classroom and reception hall. The DRRs
are plotted with respect to log2(r). The room reverberation
times were determined experimentally using the transient de-
cay method [9] and were found to be 0:6s;0:5s and 1:1s re-
spectively. The DRR estimates were obtained as follows.
Recordings were made at varying locations in each room and
at varying distances relative to a single source - in this case
a loudspeaker. The sampling rate was 48kHz. In each in-
stance, the microphone was placed directly in-front of the
loudspeaker so as to avoid complications due to the directiv-
ity of the source. The loudspeaker produced a Maximum-
Length-Sequence (MLS) of approximate duration 5:5s, also
at a sampling rate of 48kHz. These recordings were then
cross-correlated with the "clean" MLS to obtain an impulse
response estimate, from which a DRR estimate was calcu-
lated.
Figure (1) also shows "best-�t" linear approximations of

the data. The intercept of the best-�t line with the y-axis de-
�nes the spatially-averaged "DRR-at-1m" and we shall use
this metric to describe acoustic conditions in the sequel. The
slopes of the �ts are �6:12;�5:99 and �5:915 decibels per
doubling of range for the of�ce, classroom and hall respec-
tively. Given that

��Hdp0 ��2 decays at a rate of 6dB per dou-
bling of the source-microphone range, these results suggest
that, in a given room, E

nR ��Hmp0 ��2 dω

o
is a constant that is

Figure 1: Direct-to-reverberant ratios versus log2(r), where
r is the source-microphone range in meters. Results shown
are for an of�ce, classroom and reception hall.

independent of r0. We de�ne the following

Fa;b =
Z ��Hmpa ��2� ��Hmpb ��2 (4)

+2RefHdpaH�mpa �HdpbH
�
mpbgdω

Consider the cross-terms in (4). Direct path propagation ap-
plies a delay and scaling to a soundwave. Therefore, for
any source-microphone impulse response, Hdp is a scaled
exponential. Similarly, Hmp may be considered to be the
sum of scaled exponentials corresponding to multiple re-
�ected soundwaves. As such, HdpH�mp is also the sum of
multiple scaled exponentials. Therefore, invoking the cen-
tral limit theorem, we shall assume

R
RefHdpaH�mpagdω andR

RefHdpbH�mpbgdω to be zero-mean, normally-distributed
random variables. Following from our previous results, we
also assume

R ��Hmpa ��2 dω and
R ��Hmpb ��2 dω to be random

variables distributed about the same mean. Therefore, invok-
ing the central limit theorem once again, we may consider
Fa;b to be a zero-mean normally-distributed random variable.

3. RANGE ESTIMATION

In this section we derive two range estimation algorithms:
�rstly a well-known but naïve range estimator that assumes
an anechoic environment and secondly the proposed algo-
rithm, which we refer to as the Range-Finder and which is
robust against the effects of reverberation.
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3.1 A Naïve Range Estimator
When τa is the relative intersensor time-delay between ma
and m0.

ra� r0 = cτa (5)
where c is the speed of sound in air. Using any one of a va-
riety of time-delay estimation techniques, we may obtain an
estimate of the relative intersensor time-delay, eτa. In noise-
less, anechoic environments the direct-path sound accounts
for all acoustic energy received by the microphones and so,
by substituting (1) and (5) into (3) and performing algebraic
manipulation, we obtain a simple estimator of r0.

r0 =

 
ceτa
s
jHaj2

jH0j2

! 
1�

s
jHaj2

jH0j2

!�1
Unfortunately, the presence of reverberation can severely dis-
tort this estimate, making the range estimator above unsuit-
able for use in practical environments.

3.2 The Range-Finder Algorithm
Integrating (2) across the full bandwidth of the signal we ob-
tain the total power of the signal received at m0.Z
jX0j2 dω =

Z
jSj2 (

��Hdp0 ��2+��Hmp0 ��2+2RefHdp0H�mp0g)dω

We de�ne Λa;b as being the difference between the total re-
ceived signal power at ma and mb.

Λa;b =
Z
jSj2 (

��Hdpa ��2� ��Hdpb ��2+ ��Hmpa ��2 (6)

�
��Hmpb ��2+2RefHdpaH�mpa �HdpbH�mpbg)dω

from (3) and (5)��Hdpa ��2� ��Hdpb ��2 = ��Hdpo ��2
"

r20
(r0+ cτa)2

� r20
(r0+ cτb)2

#
The term in the square brackets is a function of ro;τa and τb
which we denote as Ga;b (ro;τa;τb)

Ga;b (ro;τa;τb) =
�

r0
r0+ cτa

�2
�
�

r0
r0+ cτb

�2
(7)

Let us assume, for the moment, that jSj2 is a constant with re-
spect to frequency (we shall return to this assumption later).
Substituting (4) and (7) into (6) yields

Λa;b = jSj2
�
kGa;b (ro;τa;τb)+Fa;b

�
(8)

where k =
R ��Hdpo ��2 dω . From (8), we see that the differ-

ence between the signal power received at two microphones
is proportional to the sum of a scaled, deterministic function,
Ga;b (ro;τa;τb), and a zero-mean and normally distributed
random variable, Fa;b. We de�ne the following vectors, not-
ing that we have omitted the arguments of theGa;b (ro;τa;τb)
terms for clarity.

G = [G0;1;G0;2; :::;G1;2;G1;3; :::;GM�2;M�1]T

F = [F0;1;F0;2; :::;F1;2;F1;3; :::;FM�2;M�1]T

� = [Λ0;1;Λ0;2; :::;Λ1;2;Λ1;3; :::;ΛM�2;M�1]T

= jSj2 [kG+F]

(m) m0 m1 m2 m3 m4 m5 S1 S2 S3
x 3 3 2 2 4 4 1 2:5 4
y 4 3 3 2 2 1 5:5 5:5 5:5
z 2 1 2 1 2 1 1 1 1

Table 1: The coordinates of the microphone and source loca-
tions for the simulated room

Once again, using any of the many well-known tech-
niques for delay-vector estimation, we may obtain the time-
delay estimates eτa and eτb. We then de�ne eGa;b (ro) and the
corresponding vector eG(ro) fromeGa;b (ro) = Ga;b (ro;eτa;eτb)
Following from the Cauchy-Schwartz inequality, the optimal
range estimate, er0, is obtained by a matched-�ltering of the
power-difference-vector, �, with

eG(r0)
j eG(r0)j .

er0 = argmax
r0

24 1��� eG(r0)��� eG(r0)T�
35 (9)

The range of the remaining microphones may easily be esti-
mated by substituting er0 into equation (5).
Previously, we assumed jS(ω)j2 to be a constant with

respect to frequency. For many signals, including speech,
this is unrealistic. In reality, speech is a lowpass and of-
ten harmonic signal. This poses particular problems. We
have assumed Fa;b to be a zero-mean, normal random vari-
able. The analysis and experimental evidence underpinning
this assumption are for broadband signals and we cannot rea-
sonably expect them to hold for cases, such as speech, where
the signal has a non-uniform spectral density.
This problem was overcome as follows. The microphone

outputs are split into non-overlapping subbands. The band-
width of these subbands are chosen such that they are narrow
enough that jS(ω)j2 is roughly constant within the subband
whilst also being wide enough that there is always a direct-
path signal component present. � is then calculated for each
subband. Each � is normalized and, from these, an average
power-difference-vector, �, found across all the subbands.
The range estimate is found, as in (9) by a matched-�ltering
of � with eG(r0)= ��� eG(r0)���.

4. SIMULATIONS AND EXPERIMENTS

4.1 Simulations
A series of simulations were performed to examine the per-
formance of the Range-Finder algorithm. Our simulated
environment was a simple rectangular room of dimensions
[5:25m;6:95m;2:44m] and uniform surface absorption coef�-
cient of 0:3. In this room we simulated three omnidirectional
sources and six omnidirectional microphones, (see Table 1
for coordinates). The sampling frequency used was 10kHz.
The source-microphone impulse responses were gener-

ated using an acoustic modeling software package [12]. A
raytracing algorithm was used to determine �rst 20ms of the
impulse response after and including the arrival of the direct-
path component. Statistical, random reverberant tails were
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Figure 2: Mean range estimates � standard deviation for
source producing an MLS.

used for the remaining re�ections. The direct path compo-
nents of the impulse responses were scaled to obtain vary-
ing direct-to-reverberant ratios. Two "source signals" - a
maximum-length-sequence (MLS) of approximate duration
5:5s and concatenated voice samples of approximately 13s
total duration, both bandlimited to avoid aliasing - were con-
volved with each impulse response to obtain the simulated
"recordings".
The recordings were split into segments of 8196 sam-

ples and windowed using a Hamming window. The segment
overlap was 50%. The TDEs were calculated geometrically,
using the source and microphone coordinates and a known
speed of sound. For the speech recordings, the signals were
separated into eight non-overlapping subbands with band-
width 10

16kHz. Λ was determined as described in section 3.
The Range-Finder algorithm was then used to obtain range
estimates. Negative range estimates were ignored.
The results for each source are shown in �gures (2)

and (3). The mean range estimates, � one standard devia-
tion are shown with respect to the spatially averaged "DRR-
at-1m".The means of the results obtained using the voice
recordings are slightly more accurate than those found us-
ing the MLS recordings, albeit with a signi�cantly greater
variance.
In �gure (4), the performance of the Range-Finder algo-

rithm is compared to that of the naïve range estimator derived
in section 3. The estimates made using the naïve range esti-
mator were found using the two microphones closest to the
source so as to achieve the best possible results. The results
shown are for Source 2 but are illustrative of the results ob-
tained for the other sources. In both the voice andMLS cases,

Figure 3: Mean range estimates � standard deviation for a
voice source.

the Range-Finder algorithm outperforms the naïve range es-
timator.

4.2 Experiments
A series of recordings were made to test the Range-Finder
under real conditions. The room used was the of�ce, which
was chosen for being a highly reverberant environment that
would best highlight the superior performance of the Range-
Finder over the naïve range estimator. For each of three dif-
ferent setups, six microphones were placed at varying dis-
tances in front of a loudspeaker. The microphones and loud-
speaker were approximately collinear so as to avoid errors
due to the directionality of the source. Once again, voice
and MLS signals were recorded before being bandlimited
and downsampled to a sampling rate of 10kHz. The record-
ings were split into segments of 8196 samples and windowed
using a Hamming window. The segment overlap was 50%.
The TDEs were found using a PHAT-GCC [13]. The results
obtained are shown in �gure (5) and as with the simulations,
clearly show the superior performance of the Range-Finder
method. As before, the variances of the results found us-
ing voice recordings are greater than those found using MLS
recordings, however there is no noticeable trend with respect
to the bias in the mean of the estimates.

5. CONCLUSION

We have proposed a method for estimating source-
microphone range that is robust against the effects of rever-
beration and requires no information regarding microphone
locations. We have presented the results of a series of ex-
periments, demonstrating its ef�cacy in simulated and real
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Figure 4: A comparison of mean range estimates (� one
standard deviation) for the Naïve range estimator and the
Range-Finder algorithm.

environments. Future work will seek to determine and com-
pensate for the effect of non-ideal sources and sensors.
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