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ABSTRACT

The BER performances of asynchronous DS-CDMA systems

using conventional matched-filter receiver and multilevel chaotic

spreading are estimated over a Rician fading selective channel. The

paper completes the results of previous works dedicated to the opti-

mization of system’s BER performances by controlling the chaotic

sequence generator. It is showed that a family of PWAM (Piece-

Wise Affine Markov) maps named (n, t) – tailed shifts can generate

sequences that optimize the performances of the DS-CDMA system

under different load and channel fading conditions. Even though

these works considered the multilevel quantization for the system

performance analysis, the optimum case was identified only for the

binary sequences, stating that the multilevel sequences offer no

improvement over the classical sequences. The present paper shows

that in the case of (n, t) – tailed shifts sequences the optimum per-

formances are reached not only for a binary quantization, but for

any number of quantizing levels.

1. INTRODUCTION

In DS-CDMA (Direct Sequence – Code Division Multiple Ac-

cess) system the user generated data signal is multiplied by a code

sequence uniquely associated to that user. For each user a receiver

that is matched to the transmitted signal is extracting each data sym-

bol from the received signal by correlating it to the same synchro-

nized spreading sequence as in the transmitter. Assuming an ideal

channel with no fading, and no MAI (Multiple Access Interference)

from the other users, then the single user matched-filter receiver is

optimum. However, the real channels present these distortions and

other solutions have to be found to optimize the system perform-

ances. A solution for reducing these distortions effects is consider-

ing only the spreading sequences set design that optimizes the sys-

tem performances. This is possible due to the fact that in DS-

CDMA systems the disturbances introduced by fading and MAI are

depending on the correlation properties of the chosen spreading

sequences. Assuming the SGA (Standard Gaussian Approximation)

these disturbances powers determine the system’s BER perform-

ances.

Chaotic sequences generated by non-linear dynamical systems

proved to be an efficient spreading solution for DS-CDMA systems.

Due to the increased dynamics and their sensitive dependence on the

initial state these sequences present pseudorandom properties, en-

hanced security, and in some cases offer large sets with specified

correlation properties. Several papers are proving that these chaotic

sequences also offer better system performances than the classical

sequences. Among these works, Mazzini et al. presented in [1], and

[2] thorough system performance analysis and optimization methods

for a particular family of chaotic sequences generated by PWAM

maps. In [1] some statistical tools are introduced for correlation

properties analysis of quantized PWAM sequences. According to

this tensorial algebra based theory, the higher order moments of the

PWAM sequences can be expressed in a convenient exponential

form.

When a Rician selective fading channel is considered for the

DS-CDMA communication under the SGA assumption the BER

performances are depending on the MAI variance and the self inter-

ference variance determined by the faded delayed versions of the

user signal. The same authors showed in [2] that when chaotic

PWAM maps are employed over an exponential Rician channel

model, than the MAI and self interference variances are depending

on the second-, third-, and fourth-order moments of the multilevel

quantized sequences. A special map named (n,t) – tailed shifts was

found to allow BER performance optimization under different sys-

tem load and channel fading conditions. In [2] it was stated that only

the binary quantized (n,t) – tailed shifts sequences offer a perform-

ance improvement over the classical pseudo-random sequences, like

Gold and Kasami. In our opinion, the authors missed the fact that

the multilevel sequences have a maximum auto-correlation value

that is different from the unity, as the binary sequences have, and in

order to make its comparable with the binary sequences, a simple

normalization of the sequence samples with this maximum auto-

correlation term is needed. In this paper we reconsidered the same

analysis as in [2] using the normalization above to analyze the DS-

CDMA system performances by using multilevel sequences that

were first presented in [3] and [4]. The theoretical and simulation

results of this analysis led us to the conclusion that the properly

normalized multilevel (n, t) – tailed shifts sequences can reach for

any number of levels the same optima performances as were re-

ported in [2] only for the binary quantized sequences. The facts that

motivated our search for optimum multilevel sequences are that

multilevel sequences offer also enhanced security, and faster se-

quence acquisition over the binary ones. Nevertheless, the genera-

tion process of multilevel sequences is more complex.

The paper is organized as follows. The second section is pre-

senting the DS-CDMA asynchronous system and exponential fading

channel models used for the analysis. In section three the BER per-

formances are estimated for the system introduced in section two.

The fourth section is dedicated to the second-, third, and fourth-

order moments estimation for optimum multilevel quantized (n, t) –

tailed shifts sequences, and the resulted system BER performances.

The fifth part presents some simulation results compared to the

theoretical performances under different system load and channel

fading conditions. Finally, some conclusions are drawn.

2. DS-CDMA SYSTEM AND CHANNEL MODEL

The asynchronous DS-CDMA system over a Rician selective fad-

ing channel is the same as in [2]. The linear time-varying channel

impulse response for any user k is given by:
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where δ(t) is the Dirac pulse, the spreading sequence chip interval

Tc=T/N, T is the data symbol interval, N is the sequence period,
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uu Aβ  is the instantaneous random power attenuation of the

uth secondary ray in the multipath, while 
)(k

uϕ  and uTc are its

phase and delay. The secondary rays will be considered to fade

independently and are modelled by Rayleigh distributed random

variables
( )k
uA , normalized to have a unity mean

power
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uAE . The fading phases 
)(k

uϕ  are considered

as uniformly distributed in the interval ]2,0[ π . The βu and β0 rep-

resent the uth secondary ray, and the first ray constant fading fac-

tors.

Denoting the Rice factor by R, i.e. the ratio between the power

of the first ray and the remaining rays, we have
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The power attenuation will be considered exponential as in [2],

so that two constants A and B exist such that
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The same condition as in [2] is ensuring that the power of all

the rays in the channel is constant, so that:

1)1(

1

2 =+ ∑
∞

=u

uR β (4)

and then we have the following linking formulas between the con-

stants A, B, β0, and the Rice factor:
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The signal transmitted by the kth user is given by
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where P represents the common signal power, ak(t) and bk(t) are the

spreading waveform and the data waveform, respectively corre-

sponding to the discrete-time samples sequences }{},{
,, jkjk

ba .

The carrier angular frequency is ωc, and the initial phase in the kth

user carrier is θk. Due to the asynchronous transmission each user k

signal is experiencing a random propagation delay Tk <≤ τ0 .

The received signal for the kth user is given by

( ) ( ) ( ){ }thtsty kkk ⊗= Re (7)

where ⊗ denotes the convolution product.

The sum of all these received signals is entering the matched-filter

receiver that computes the correlation with a synchronized replica of

the spreading sequence for each user. Assuming the ith user among

all K users in the system the correlator’s output estimated over a

data symbol interval T is composed by three parts [2]:

iiiiZ Ψ+Ξ+Ω= (8)

where each of the three terms in (8) has the following significance:

Ω i – the useful component, corresponding to the ith user current

data symbol value, Ξ i – distortion component caused by all the

secondary rays carrying the previous data symbols of the ith user

fading channel. This term corresponds to the self-interference, and

Ψ i – distortion component caused by all the primary and the secon-

dary rays carrying data symbols transmitted by the other users in the

system. This term corresponds to the MAI and fading.

It is demonstrated [2-4] that the first term in (8) is given by
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P

E
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where 
0,i

b  the ith user current data symbol value.

Following the procedure in [2] the second term in (8) is:
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where   1/, −− TuTi c
b and  TuTi c

b /, −  represent two previous

symbols transmitted by the ith user that propagated over the uth path

and are distorting the current data symbol. The terms denoted by

)(, tR ii and )(ˆ
, tR ii  denote the continuous time partial correlation

functions given by
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and estimated as autocorrelation functions for k=i. The notations

introduced in (11) are 

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
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l  and Ck, i(l) that is the discrete aperi-

odic cross-correlation function for the sequences )(
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and NllC ik ≥= for,0)(, .

The third term in (8) is composed by two different parts:

S
i

P
ii Ψ+Ψ=Ψ (13)

where
P
iΨ is determined by the primary rays of the other users k≠i,

and
S
iΨ defines the secondary rays contributions of the other users

k≠i. The first term in (13) defines the MAI contribution for the

system without fading [2-4]:
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where )(, tR ii and )(ˆ
, tR ii  were defined in (11) and bk, -1 and bk, 0

represent the kth user current and previous symbol interfering with

the useful symbol. Following the same procedure results that the

second term in (13) is given by
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where all the terms have the same significance as in (10).
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3. BER PERFORMANCE ESTIMATION

Under the SGA assumption the mean and the variance of the

correlator output Zi expressed by (8) is given by [1-4]:
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Following the same method as in [2] we can average the self-

interference variance over the number of users in the system:
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The mean MAI variance can be computed as [1-4]:
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where rk,i represents the interference term corresponding to the inter-

fering user k. The interference term rk,i from (18) can be written in

terms of the cross-correlation as [2], [3]:
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The average variance of the second term in (13) that denotes

the secondary rays MAI is given by [2]:
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Using the power condition in equation (4) it can be seen that

the average variance of Ψ i is having the expression:
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which is not depending on the fading channel parameters. In fact,

due to the power condition in (4) the variance expression in (21) is

identical to that of the MAI variance in DS-CDMA system over

non-faded channel [2-4].

The mean BER performance averaged over the whole set of

spreading sequences is given by [2]:
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4. TAILED SHIFTS OPTIMUM SEQUENCES

One of the best known family of PWAM maps M: X → X, X =

[0, 1] that generates chaotic sequences is the (n, t) – tailed shifts

map, defined in [1], for t < n/2:
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4.1 Second, third and fourth moments estimations
Using the tensorial algebra as in [1] it can be demonstrated

that for the (n, t) – tailed shifts map M-levels uniformly quantized

sequences the second order moment has the following approximate

expression, for any user k [4]:
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where g = t / (n – t) is a correlation parameter, 



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1
, and the

function f(x) is the M levels uniform quantization function [4].

For a constant power level at the output of the matched-filter re-

ceiver in the DS-CDMA system it is necessary to normalize all the

shifted values of the second order moment by its non-shifted value.

In fact, all the sequences will be normalized by this maximum auto-

correlation value. Hence, the equation (24) is rewritten in the nor-

malized form as:
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where G2 is a constant value with time resulting from (24) and (25)

depending on the number of levels M, and on the sequence genera-

tor parameter g.

Following the same procedure as in [1] the third order moment of

the sequences normalized to the maximum autocorrelation value

has the following expression, for any user k:
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where G3 is a constant value with time given by:
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Also, the fourth order moment of the sequences normalized to the

maximum autocorrelation value has the following expression, for

any user k:
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where G4 is a constant value with time given by:

2
24 GG = (29)

4.2 DS-CDMA system performance estimation
Considering the normalized second order moment in (24) into

the mean MAI variance expression in (21), the latter can be demon-

strated to have the following expression [4]:
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Following again the complex computational procedure as in [2],

which starts from equation (17) and uses second-, third- and fourth-

order moments’ expressions from (24)-(29), we derived the expres-

sion of mean self-interference variance as
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where 

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N , F0, F1, and F2 are the same auxiliary func-

tions that were used in [2], while the constants C1, and C2 have the
following expressions:
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5. NUMERICAL RESULTS

The asynchronous DS-CDMA system performances presented

above for (n, t) – tailed shifts sequences are investigated. The analy-

sis is performed for a spreading factor N=63 and simulations are run

using a Monte-Carlo method.

The mean MAI variance per user from (30) is depicted in figure 1 as

a function of the parameter g, considering three values for the num-

ber of quantizing levels M. It is obvious from figure 1 that for any

value of M, the minimum mean MAI variance value is reached, but

for different g values.

Fig.1. MAI variance per user as a function of g.

In figure 1 there are also presented for comparison the MAI vari-

ance for the systems using classical white sequences and chaotic

optimum non-quantized sequences.

In figure 2 the self-interference variance from equation (31) is

represented as a function of the channel dispersion parameter B,

with R=1, for three distinct values of M. It is obvious from figure 2

that for any value of M the self-interference takes the same values

with B. The simulations under the same scenarios provide good

approximations for the theoretical results. The self-interference

variance is represented also in figure 2 for the classical Gold and

Kasami sequences, together with the non-correlated (n, t) – tailed

shifts sequences (g=0). The comparison between these cases reveals

that the correlated sequences that minimize the MAI variance, offer
also increased values for the self-interference variance, while non-

correlated sequences minimize the self-interference variance, de-

termining MAI variance increase.

Having the analytical exact expressions of the MAI and self-
interference variance expressions then an optimization of the sys-

tem’s BER performance can be done as in [2]. As it was shown in

section 4.2 the key performance parameters 
2
Ψσ (from equation

(30)) and 
2
Ξσ  (from equation (31)) depend on the sequence gen-

erator parameter g and on the number of levels M. This allows the
BER minimization under the SGA assumption, which is equivalent

to maximizing the signal-to-interference ratio from equation (22), by

controlling g and M. For example, in figure 3 the optimum (mini-

mum) BER is represented on the right side of the graph as a func-
tion of the number of users K for two different fading scenarios,

B=1 and B=0.1. This BER minimization is performed for any K

value with respect to the parameter g. The resulted optimizing val-

ues, gopt are represented on the left side in figure 3 as a function of

the corresponding number of users, K.
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Fig.2. Self-interference variance as a function of B, R=1, and three

values for M.

Similar results are depicted in figure 4 where the optimum

BER is represented together with its corresponding gopt values, as

functions of channel dispersion B, for two different system loadings,

K=8 and K=10.

The results in figures 3 and 4 are identical to those presented

in [2] only that the same BER values are obtained for any value of

M, as plotted for M=2, M=4, and M=100. In fact, the BER curves

are perfectly overlapping, for any M value. However, these identical

BER values are obtained for different optimum gopt values. In order

to keep the same optimum BER performances when increasing the

number of levels M, one has to decrease the correlation parameter

gopt values. The BER is represented also in figure 3 and 4 for the

non-correlated (n, t) – tailed shifts sequences (g=0). From these

figures results that chaotic optimum sequences are always offering

better BER performances than classical sequences, for any number

of levels M.

Fig.4. Optima BERopt and gopt as function of B and M, for R=1

and K=10 or K=8.

6. CONCLUSIONS

The paper adds a new result to the chaotic spreading DS-

CDMA system performance analysis and optimization procedures

presented by Mazzini et al. The fact that the optimum (n, t) – tailed

shifts spreading sequences that minimize the BER under the SGA

assumption can be designed for any number of quantizing levels,

extends the applicability of these chaotic sequences to DS-CDMA

systems. It was showed that under the same channel fading and

system loading scenarios, the multilevel sequences can offer the

same BER performances than the binary sequences, previously

known as unique optimum sequences.
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