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ABSTRACT influence cellmorphology]Z]4] 9] and could be implicated in

TS . : : he in ion of th rv m id movement of cancer
Cell migration is a complex process involving adhesion, an:[ € induction of the observed amoeboid movement of cance

. X . ) < cells.
gﬂ?crg?nee%r}%gﬁéae?hgggog'r::ig’r:g?yacr;: IggLeaucht?(te()ri[I?;LIyThe. pro-migratory role of this molecule can be evaluated es-
’ ecially in terms of cell morphology. This role could lead

2;’3?;'3;%%??;5;&2?riﬂg?gg?gr VJQ ggecgivﬁgaa\?\)ﬁhcﬁg’ ('fo some (quantitative and reproducible) information of-pro
P 9%nostic value. This is the main objective of the present

analyzis. In this work, microscopy images Is much use t.g/ork. Extraction of morphological “profiles” were applied
characterize the morphology of cells placed in various envi first to cells resulting from established and well known

ronments. Features were processed and cells were classifi ; . Lo L
P Il lines. The morphological approach consists in a binari

:Zzlunl'?s &r;tcéxa%cr?mugtngle g:glr?qgelt(gils Zﬁﬁﬁg%agnagg rtg_es zation of the image followed by a morphological analysis of
P P Wep ghe cells shapes in order to distinguish between roundidh an

posed to evaluate the cell migratory potential. The result ; . X
give the expert new insights into the most useful featurds anspread outcells. This approach is effective on well coteas

O ; . images. However, in a future work, features extraction base
show the feasability of an automated inspection system. érr} wavelets decomposition should make it possible to obtain
less common aspect is discussed throughout the paper regql

. - etter results even on more noisy images.
ﬁ:qnaggg;einr%%aa?igi %frg;i sl,(;fr? glj (cellimage) or global (Wh°|eStarting from a knowledge-acquisition process with a human

operator (see sectidd 3), we developped an image analysis
and a feature extraction algorithm described in se¢flonel. W
1. INTRODUCTION present our results on image analysis, feature extractidn a
classification in sectiofl 6 : bayesiean classification oe-ind
8endent training and test sets has been performed. We esti-
mated the parameters by utilizing 50% of the cells of each
image in the training data and then tested the classification
rule on the remaining 50% of the cells from the same image.

Nowadays, cell migration is a complex process well iden
tified during development, present during wound healing an
representing an indicator of the cancer outcome. Clasgical
when not circulating, cells are “embedded” within a proteic
scaffold. A migrating cell destroys part of this matrix to-ac
quire the necessary space for its translocation : the ceftzd
an ellipsoidal shape and finds its way through the matrix. 2. MATERIAL

These events, in a “grip, stick and slip” repeated sequencghe same colorectal line of cells (SW20) have been studied
lead to the movement of the cell. This sequence is consin two situations : a promigratory environment (PAI-1) and
dered as essential in cell migration. The conventional modg nonpermissive environment. in this line, cells are fixed
of migration is called fnesenchymal migratiénYet ano-  and colored with Crystal violet. The material included 24
ther mode of migration, thesmoeboid typemigration does 256 gray-levels images of 13601030 pixels, inTIF format.

not fit into the conventional cell migration model and couldThey have been acquired though a CCD camera adapted to
be utilised by metastatic cellsI[7]. Indeed, for the amoéboi an optical microscope in conditions very far from optimal.
migration, cells adopt rounded shape, migrate as indiViduapnly SW20 metastatic colorectal cell line was included in
cells, do not use the same type of adhesion/de-adhesion (Migis study.

integrins molecules), develop weaker links between thie cefrhe cells were studied withZei ss AXI OVERT 200 in-
membrane and the environment. However cell migration ig/erted microscope. coupled with a Siemens CCD camera and
still poorly understood, because it is a multi-scale phenogjgitized on a image processing unit at a final magnification
menon, and also because it puts at work forces, moleculegf 5000x and Q05um per pixel. Each image contain about
interactions for which no global mathematical model exists300 cells. We will try to establish their morphology in PAI-
Hence, there is a need for better prognosis factors. A bet (20 ug/cn?) (Fig.[.a) and collagen (20g/cn?) enriched

ter knowledge of this process is essential for proposinggmoryvironments (FidJ1.b). On these testimages, the celimare

subtle therapeutic approaches. ) ration of2TK colour because the colouring felt-tip is dark itself.
Recently attention has focus on the role in cell migration o

the PAI-1 molecule, an inhibitor of proteolysis. Becausgof 3. KNOWLEDGE ACQUISITION

presence in high amounts in the immediate vicinity of very '

invasive tumors, it is considered as an independent mafker @he activation of the "moving cell machinery" leads to par-
bad prognosis (metastasis). PAI-1 has already been showntioular morphologiese.g. “blebbing” cells [1,[1] (this cell
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TAB. 1 —Human experts classification results. The percent of cellshich the experts are in accordance is given.

non-specialists specialists Togethef

[ Class | A(%) [B(%) [ C(%) [ ANBNCP | D (%) [ E(%) [ F (%) | DNENF?® (%)
S ¢ | 6893652 1561 13,7 46,66 | 34,44 50,27 [ 29,45 11,74
£ | e, | 2894 5934| 84,0 | 27,6 46,50 | 61,07 | 49,37 | 38,06 24,82
@ lea| 212 414 | 039 |0 6,84 | 449 | 0,36 | O 0

~. | C; | 67,287 36,84 22,11 20,38 52,90 35,15[ 52,35 [ 33,18 18,49
S | e, | 30,6 | 58,91 77,69 | 29,49 47,06 | 60,42 | 36,99 | 30,83 19,44
O le| 212 425 | 020 |0 0,04 | 443 | 10,66| 0 0

8~ ANBNCNDNENF
b~ percent of accordance.

f’:';-',' ’_?-;*i;&' '(':'.1 Cells [ round streched
A Ty r i PA-Lenv. | 99,7%  0,93%
T . b “'._ ?

". m "'.‘.. ]
‘_‘.R‘ fol s A
.,;. d &,‘ ( TAB. 3 —Expert account of cells in PAI-1 and collagen environ-
! .

“ collagenenv., 43,17% 56,9%

; Y ments.
LA

e |

: o] ‘"b‘. "" L w .. . .
4, P ?..".!, s Similar results were collected from images presenting the
el

o « \N'H
Py ble. ¥/ oo s#*a.. whole field seen by the microscope. Six experts (3 biolo-
gists and 3 non experienced biologists) inspect the images
FIG. 1 —Cell samples (a) in PA1-1 environment, (b) on collagen. and classify the cells manually as “round, streched or uirdec
ded”, or equivalently{ €1, G2, C3}. The well-known problem
in image interpretation “the difference between showind an
morphology was recently described as “the” morphology ofnaming” makes this methodology hard to follow by novices.
metastatic escaping cél)s In a knowledge-acquisition pro- The operator uses the gray-level intensity as well as some
cess with a human operator, using an interview techniquéexture information.
we acquired the knowledge of this operator, while classifyi Even for an experienced biologist it is often hard to decide
the different cell types. Some of this knowledge is shown irthe right class. From Fid1, we note that in the collagen
Table[2. The operator uses the cell's morphology as well asnvironment, the cells are spaced, there is a not very signi-

some texture information. ficant number of round cells and the spread out cells have
a form very characteristic. On the contrary, the number of
Class | Classname Description round cells is very important in PAI-1 environment. Never-
mesenchymal| C; round theless, itis difficult to distinguish between a clusteraimd
amoeboid e, streched out cells and lengthened cells.
undecided C3 - 2,546 vignettes supposedly containing each a single eell st

ming from one of the 24 images have been analyzed.[Tab. 1

TAB. 2 —Some knowledge about the class description given by dllustrates the “gap” between experts and non experts judge

human operator. ments. Further analysis shows that the experienced bgitgi
agree only on 36,56% of the whole set of binary vignettes,
but this number raises to 37,9% in the case of gray-levels

In addition, the appearance of the cell parts within thescell Vignettes.

is of importance, like “blebbing edge”, which also requires

spatial information. We started out to develop the image ana 4. GLOBAL PROCESSING BY IMAGE ANALYSIS

lysis procedure and construct a feature set, which seems to .

be powerful enough to describe this symbolic knowledge. 1f-1 | mage processing

is left to the data mining experiment to find out the relevantt is typical to divide the operations required into diffate

features for classification and to show us gaps in our deSCFipstages (see Fifl 2). Clutter reduction refers to removing no

tion of the domain. Prior to feature extraction from imagery object data, this operation alters genera"y object dath an

round/streched cells have to be visually differentiaterfro thus it is not necessarily a separate stage. Automatic thre-

their appearances and counted. The result of a human opsholding has been performed by the algorithm of Ofsii [10].

rator account is given for instance in the teldle 3. The algorithm can localize the cells with their cytoplasmic

1On this siteht t p : // www. | ani . uni v-evry. fr/ “gbm afilm structure, but not the nucleus itself. We then appirerfpho-

on in vitro amoeboid migraﬁon of cancer cells on PAI-BW620 logical fllt_ershke dilation anq erosion to the image in Qrder

PAI-1 titre.avi)and the control on collagerS(620 col 1 agen O geta binary mask for cutting out the cells from the image

titre. npg), can be seen. [B] (Fig.@).
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input connected - germis sgpposed to_be at the origin ofa qell. The histogram
image™| IFelgtl}g{ion components| .| Z;(gtfféﬁﬁ, . of the radiiis then built by calculating the distance sepaga
extraction ‘ the contour points of the related component of the center to
¢ the barycentres of the germs. Indeed, the same related com-
classification éifargjcrteion a?nent can lead to several germs at the end of erosion (Fig.

FIG. 2 —Hierarchical levels for cell images processing.

Then the number of objects in the class image is caIcuIated.\ / \

From the objects the area, some shape factors, the length o
the contour, the eccentricity are calculated and theseeake f
to a classifier that determines the class (which type of apjec

A p A
. ‘ . . FIG. 4 —Calculus of the cell mean radius from a radius histogram.
] ¢ L ]
LI .*. { L)
' 'N r‘} '*' ' Once all the related components are analyzed, the average
\

radius is obtained in the class corresponding to the mode of
this histogram. One thus builds a small image, containing a
circle of this radius. Theorrelation valuefor one cell is the
number of pixels belonging to the intersection cell/cirofe
average radius (Fifl 5).

T,
a :i “\'bafib 1. al
Jvnh ° Jvnh AL+
g ;

40 ‘.
cf. \‘3 d’” \‘}

FIG. 3 —a) Initial image, b) binarisation, c) contours extractidh,
connected components extraction.

m‘\f

-

FIG. 5 —Principle of the correlation calculus : the cell to analyze
(left) is correlated with the mean radius cell (middle) pdirg an
geometric intersection (right).

Any connected components which lead to a correlation va-
lue greater than a given threshold is supposed to satisfy the
roundness criteria. The table below gives the results nbthi

for some values od the correlation threshold.
Characterization depends upon recognizing a cell as a mem-

ber of some well-known clas$1[6]. Note that the images =g threshold | 0.65 0.75 083 090
f(x,y) considered from now for further calculations are sup- —pATenv. 9B 179% 92 129% 7190%  35.61%
posed to contain only one cell or possibly a cluster of cells.  cojiagen env. 84,76% 67,67% 44,63% 23,74%

It is left to the data-mining experiment to find out the most
relevant features for classification. We usseguential fea-

ture selectionalgorithm (SFS) for feature selection before
presenting them to the classifiers. Features were ranked in

decreasing order by their discriminative power (theiriéil  \ye test the hypothesidy of no difference in environment.
to distinguish classes). The most discriminating is tber  H js rejected if T| > ten,—2(1— §). Herey— x=0.1924,

relation” character. & = 0.0376 andT = £X = 5.117. Becausds(0.975) —
2.7763, we conclude at the 5% level of significance that there
is a significant difference between the environment (see for
The correlation feature can be obtained on the basis of th@stance more details on testing and confidence regions in
binarized image. We used the fact that the required cells af@3, Chapters 20-22]. The level 0.95 confidence interval for
supposed to be (almost) round and we compute the corréhedifference in meamound cells percent is

lation between the related components extracted from the
image and a circle. The radius of this circle was obtained
after determination of an average radius using a histogram
of the radii (Fig.[3). From the binary image of the relatedOn the basis of the results of these experiments, we would
components present in the image, we work starting frontonclude that environment induce significant change in the
the germs obtained following the operation of erosion. Eacimorphology of the cells. These results depend strongly of

TAB. 4 —Correlation results in terms of percent of round cells.

4.2 Radii histogram and correlation

19.42%-+ 3,8%.
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| | Description | Name | Formula
1 | Hough parameter H -
2 | Deviation between the lengthand the width? DL m‘ih(if‘L)
3 | Ratio surface of the picture to surface of the cell RS L—Ez -7
4 | Sides equilibrium LRE | yP1j— Sy PLj| — | Tk Prt — Sk Pl
Distance between middle of the picture and cell (geome; 5 5
5| tric) center BoG | v/(xe— %02+ (Yo~ Yo)
2
Square of the perimeter to the area SP2 {ngzggzﬁl)y})"&);ﬁidge
Diagonal moment of the cell SYM | 3x(3ya(x.y)®" — 5, 0(x,y)"o)?
+ Zy(ng(Xa‘y)leﬁ — 3xg(x,y) )2
; Sx 2y 9xY)[(xy)€out
8 | Measure of convexity CNV | mea 5.5y G0y [(xy)€ch Ord)
9 Mean deviation between the observed number of pi eﬂ?ST 5 x(9(6y)°PS-g(x,y) )2 n 3y(9(x,y)P5—g(xy)®P)2
of the cell and the expected number L ¢

TaB. 5 — List of features in a picture and their calculation.

the chosen threshold value. However, the algorithm find morevith a high threshold correlation value. To decide that eleir
round cells in collagen than with PAI-1. is inside a square supposes that this circle is “perfect”.
Remember that Class 1 corresponds to the PAI-1 environFhese remarks could explain the difference between the ob-
ment and the Class 2 to “collagenous” environment. The firstained results when the cells labelling is made in a local or
conclusion to be drawn is that the result is very sensitive t@ global context. More interesting, this correlation opera
the correlation threshold value. Nevertheless, whategar ¢ could be retained as a possible way to reach a compromise
be the tested threshold value, one finds always much leder stating on the roundness of the cell by using an interme-
cells “labelled” as round in the collagenous environmentgliate correlation threshold. In our experiments, a thrésbb
than in the PAI-1, and this with a variation between 12 and, 75 guarantees a good differentiation between collagenous
25%. The assumption according to which the environmentgnd PAI-1 environments.

induce different cell behaviors appears rather plausiiiés

operator of correlation could thus_ allow aflchl"feren_tlatlon _ 5. NEURAL NETWORK CLASS FIERS

of the PAI-1 and collagenous environments. More intergstin

is the connection between these results and those presenig@ started out to develop the image analysis procedure and
in the tabldB which exposes the account of cells in the wholgonstruct a feature set, which seems to be powerful enough
image (sectiofl3). to describe this symbolic knowledge. The features to be used
First, there is a gap between the results obtained by thifor classification are classical morphological measures de
correlation methodand those proposed by the human ex-cribing the cell geometry such as those describeflin [3]. The
pert : this can be explained by the nondependence bejist of features included in the feature vector (xy, ..., )

ween the environmental context and the (automatic) metho@nd their calculation is shown in Talile 5. The whole data set
which is by evidence not the case for the human expert. Morgas 2546 samples. Based on that data set, we acquired the
precisely, the expert found a rate of round cells in PAI-1 eom knowledge for classification. The training set is subdidide
parable to the correlation threshold oB3 (see Talil4). With  into two sets : the calibration set and the validation set. We
the collagenous environment, the expert corresponds to thensider two classifier architectures : so-caltedlti-layer
correlation threshold of @3. This illustrates the fact that the perceptron(MLP) andbelief networKBN) as shown resp. in
expert analyzis is based on the whole image to decide if gig.[d and¥.

cellis round or not. In the collagenous environment, celis a Both networks are designed fsupervisedearning of the
spaced, then it is easier to distinguish between a streatted adiagnostic task and calculates tipesterior probabilities
around cell. Do only well insulated cells with cleared round {P(g|x),i = 1,...,6} for a particularx. A set of “input”
ness be “good” candidates for the “round” Iab@IA compa-  units is used to encode the feature vector. Classification pr
rison with the result of Class 2 for threshold83 should be  blems require that each input vectobe assigned to one of
made at this stage to answer the question. On the other hargiclasses;,i = 1,...,3, in which the target variablesre-

cells population in PAI-1 environment is much denser. Ongresent class labels.

easily distinguishes spread out cells, including cellsgeit  |n Fig.[@, a layer of hidden units performs a weighted sum
perfectly round. See for instance similar results for thodd of teh inputs followed by a nonlinear sigmoid transforma-
0,65 of the Class 1. tion. It is assumed there are no connection among the units

Second, when the cells are extracted from the completgithin each layer. Théth hidden unit has the outpst =
image and presented in small (square/rectangular) mmgesg( ™ (X — b-)) The sums extends over the inout units
the expert, the decision to classify a cell as round/stréche _ZJ:l AR ) _ _ ”p '
requires a mental process that one can probably put together; is the weight of the connection from input urjito the
hidden uniti, andb; is the biasg(-) is the sigmoid otogistic

2The doubt about the clusters benefitting the long cells. functiono(y) = Ttry‘ The output units are receiving inputs
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ticular task in mind. The input units are fed wittoth pat-

tern setx and the desired predictions valufgs, ..., es} with

& = P(Cj[x). As a result of training, these units may come
to model correlations among features, among classes or bet-
ween features and classes. If the network succeeds in mode-
ling the total distribution{P(&|x),i = 1,...,6} perfectly, it

will be capable of performing any sort of pattern completion
task. For example, one could clamp the attributend then
observe the most likely class as the Gibbs sampling proce-
dure is running, or conversely one could clamp a set of pro-
babilities{P(g|x),i = 1,...,6} (or even a part of thed and
observe the most likely featuse However, if the number

of hidden units isinsufficiento model the total distribution,

the network will end up modeling whichever correlations are
strongest and these might not be the ones that are the most
important for prognosis. The arrows in a belief network are a
from the hidden units. device for expressing probabilities, and need not cornedpo
The type of networks examined are feedforward, fullyto realinfluences. o _
connected back-propagation networks as described in [12f\t the end, this involves a decision about the class to be-obta
The back-propagation paradigm uses tfemeralized delta ned for a cell fromthe set probabiliti¢®(e|x),i=1,...,6}.

rule to determine the weights that will minimize the root Note that in general the true classusknown One has not
mean square error (RMS) between desired and network ou@nly to make decision about the final class, but also about the

FIG. 6 —Deterministic two-layers feedforward neural network : the
outputs — one output representing one expert — are probadis-
tributions over the 3 possible classes.

puts. The total RMS error is defined as : result obtained. Decision making has essentially to do with
uncertainty.
ZK (tp — )2 Empirical data, while valuable, may be of limited extent.
E— (/&p=11P ~0/ (1)  The need in such applications to integrate knowledge deri-
K ved from experts with that derived from empirical data has

been recognized by workers in the area. A group of tools are
those that enable sets of data to be condensed and sumarized
in ways that are clear and helpful — so-calldgnmary sta-

wheret, is the target patterrk is the number of examples in
the training set an¢t, — ep) is the difference between the tar-

?:; (?(?r?] E,C:i nﬁtt;vgaléotgri)nuéz. Tl'gee T;ti\/r\]/%rk :: Qg'al'ggdb\g%?gstics For instance, the commonest measure appropriate for
9 X 9 PP ata of the form of a set of scalazs, ...z, is the average

the error on the evaluation set starts to increase. : efined byz= 51"z /n, but it is inefficient in our case. This
For classification purpose the output units are performing §vork being considered as non-crucial is left for future work
sigmoid transformation which is a useful representation o 9

the posterior probability over two classés [8].
The network in Fig[D is forced to produce thesteriorpro- 6. RESULTS

bability of theith experts = P(C;|x) by encoding the output To understand where our classifiers are good or failing, we
values with 0/1-values units : O for a streched cell, 1 for agive theclass-conditional error rates, that is the error rate
round cell. Hence, values in the “vicinity” of the value Op i amongst examples of a clas§&urther, we may want to know
dicateundecision Such classifiers have numerous problemswhich classes are being confused, and so we may wish to
and issues. One is the training set size required with réspeknow the set of probabilities

to the number of adaptive weights. Another concern is ge-

neralization (test performance vs training set perforneanc pij = P(decisionj|classi),V1 <i,j <3 (2)
Note that this network encodes the experts know-how : such

network provides better generalization (especially when t whose collection forms theonfusion matrix

training data set is small) : the final assignment of a cell to a

class will result from some combination of the outputs of the MLP classifier (typ&16)
netwok, but the combination rule is not given here : it can be Class1 Class2 Class3
a majority vote, a maximum vote, etc. numbers | 1616 834 96

round 67,4 % 0% 0%
streched | 325% 77,1% 100%
undecided| 0.1% 23,9% 0%
Baysian network (typEl7)
Class1l Class2 Class3
numbers | 1616 834 96
round 78,4 % 0% 10,4 %
streched | 12,1% 80,6% 37,6%
undecided] 39% 19,4% 52,0%

FIG. 7 —Bayesian network.

TAB. 6 —Confusion matrices.

Thebayesian networkBN) or belief networlL1] represen-
ted Fig[T is designed for modeling the data without any par- 3Missing data problem.
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To assess the accuracy of the classifier, we applied tha-class[6]
fier to the training dataset. Experiences have been perfbrme
on the 2,546 vignettes splitted into a training and a test set 7]
Results are given in Tall 6. The confusion matrices show the[
frequencies and conditional fractions of correct and inscir
classifications. Although the classifier has reasonnalge hi
rates of correct classification for each population, the-mis [8]
classification rates are not negligible. Hifj. 8 visualizzme
classification results (performed by the bayesian network)

9]

1 Class 2

¥

Class3

v

B

LR X s

: X Ak X Jh

E . . . . . [12]
IG. 8 —Binary images of cells picked up in predicted classes.

[13]

7. CONCLUSION

In this paper we put forward the difficulty of obtaining a tiut
reliable ground : experts opinions can diverged and can be
influenced by the global/local view of the image. It is thus
necessary to privilege methods whose results confirm the dif
ferentiation of the environments without inevitably olptaiy

the same results as the experts. The two methods suggested,—
the method of global analysis based on the correlation and
the total method based on the characterization of each rela-
ted component by a set of parameters which are used as entry
with a network of neurons — make it possible to obtain first
promising results. The combination of these two approaches
is certainly the way which will make it possible to obtain a
reliable evaluation of the proportion of cells of each natior

the image.
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