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ABSTRACT

This paper describes a technique whose purpose is to es-
timate the perceptual quality of DCT-based encoded images,
without requiring the original data. To achieve this objec-
tive, a watermark is embedded in the DCT domain using a
non-uniform quantization scheme. At the receiver side, the
original DCT coefficients data distribution is estimated us-
ing a maximum likelihood approach. These distributions and
the extracted watermark are then combined to estimate the
error between reference and distorted DCT coefficients. This
error is perceptually weighted, using a DCT domain percep-
tual model, allowing to blindly score the quality of the re-
ceived media. Results have shown the effectiveness of the
proposed algorithm when scoring the quality of images sub-
ject to lossy compression.

1. INTRODUCTION

Quality monitoring of multimedia data is becoming an im-
portant matter, especially due to the increasing transmission
of multimedia contents over the internet and mobile net-
works. The most reliable scores for the perceived quality
of multimedia data are achieved by means ofsubjective met-
rics, which result from an evaluation performed directly by
human viewers. The score that results from this evaluation
is frequently referred asmean opinion score(MOS). Since
these scores require multiple viewers under controlled con-
ditions, they are time consuming and thus useless in real-time
environments. An alternative is to useobjective metrics, al-
lowing to automatically compute a quality score that should
resemble the one that results from subjective evaluation.

Most of the research performed on objective metrics has
been focused on the development of so-calledfull reference
(FR) quality metrics, which are computed using both the
original and distorted media.FR metrics are typically used
as benchmarks for image processing algorithms (e.g. lossy
coding, watermarking, image restoration, etc.). However,FR
metrics can not be used in the context of media distribution,
since the original media is not available at the receiver. In
this kind of scenario, it is expected that content providers
will be able to track the quality of the perceived media at the
reception. This will enable new services, such as users pay-
ing proportionally to the quality they get at the reception and
new server options, such as adjustment of streaming parame-
ters as a function of the perceived quality. It is thus necessary
to increase the effort in the development of the so calledre-
duced(RR) andno-reference(NR) quality metrics: the first
uses an additional channel to transmit side information about

the reference media, while the later provide quality scores
based only on received media.

Recent publications [1, 2, 3, 4] suggest the use of water-
marking in order to provide additional help when attaining
for RRandNRmetrics scores. The use of watermark-based
approaches in quality assessment problems is motivated by
the fact that, once the host media is watermarked, both the
host and the watermark will follow the same path, being sub-
ject to the same distortion. At the receiver, it should be possi-
ble to conclude about distortion of the host signal by analysis
of the received watermark signal. However, quality metrics
retrieved by current algorithms do not correlate well with
the human perception of quality. We propose to overcome
this limitation by considering the perceptual characteristics
of the human eye, in terms ofjust noticeable differences,
when computing the quality score at the reception. The ob-
jective is to estimate perceptual weights and distortion errors
at the reception, in such a way that quality scores given to the
distorted image resemble the perceptual metric proposed by
A. B. Watson in [5].

In this paper, the watermark is embedded in the 8× 8
block-based DCT domain of the image, using the non-
uniform quantization-based technique described in [4]. How-
ever, at the receiver, instead of computing distortion dis-
tances based in empirically derived weighting functions [4],
the original DCT coefficient distributions are estimated by
considering natural scene statistics corrupted by quantization
noise (which is valid for both JPEG and MPEG encoding).
These statistics are then used together with the watermark
in order to compute a perceptual weight map and to esti-
mate the error between reference and received media. Re-
lated work is presented in [6], where blind quality scores are
computed by measuring and combining specific compression
artifacts. The algorithm proposed in this paper can also be
used in other applications, since it is capable of providinglo-
cal error estimates (which may be used in different perceptual
weight-based quality metrics or even in artifact reduction, for
instance). The expense is the presence of a watermark and a
slight increase in complexity. Results have shown that the
proposed scheme provides quality scores that correlate well
with the human perception of quality. Furthermore, it is also
able to compute very accurate estimates of rougher objective
metrics such as the PSNR.

This document is organized as follows: section 2 gives
a brief summary of the model proposed by Watson; wa-
termarking scheme is depicted in section 3; section 4 de-
scribes how to get quality scores from the watermark and
from the received DCT coefficient data; results are presented
in the section 5; finally, conclusions and suggestions for fu-
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Figure 1: Watermark-based quality evaluation framework.

ture work are given in section 6.

2. WATSON’S MODEL IN BRIEF

In [5], Watson estimates the perceptibility of modifications in
individual DCT coefficients in terms ofjust noticeable differ-
ences(JNDs), whose threshold values are calledslacks. The
proposed model comprises two components accounting for
luminance and contrast masking effects. LetC(i, j,k) rep-
resent the original block-based DCT coefficient at position
(i, j) of thek-th block. The correspondent luminance mask-
ing threshold,Tlum(i, j,k), is given by [5]:

Tlum(i, j,k) = T(i, j)

(

C(i, j,k)
C00

)αT

,

whereT(i, j) is the frequency sensitivity for position(i, j),
C00 is the average of the DC coefficients in the image, and
αT is a constant with a suggested value of 0.649. Slack val-
ues,s(i, j,k), are computed by also considering the effect of
contrast masking, through:

s(i, j,k) =







Tlum(i, j,k), if |C(i, j,k)| ≤ Tlum(i, j,k);

|C(i, j,k)|β (i, j)Tlum(i, j,k)1−β (i, j), otherwise,
(1)

whereβ (i, j) = 0 for (i, j) = (0,0) and β (i, j) = 0.7, oth-
erwise. The local perceptual error,εp(i, j,k), is computed
dividing the error between original and distorted coefficient
values,Cd(i, j,k), by the corresponding slack value:

εp(i, j,k) =
ε(i, j,k)
s(i, j,k)

, (2)

with
ε(i, j,k) = |C(i, j,k)−Cd(i, j,k)|.

A global metric,dWatson, is computed by combining all per-
ceptual errors. Watson suggests the use ofL4 error polling,
i.e.:

dWatson=
4

√

1
M ∑εp(i, j,k)4, (3)

whereM is the number of DCT coefficients under analysis.
Throughout this paper, Watson’s model will be used in

two distinct processes: at watermark embedding, with the
purpose of maximizing the embedding strength without com-
promising watermark imperceptibility; and at the reception,
for quality scoring of the received media.

3. WATERMARKING SCHEME

Consider that a binary watermark message,wr , is embed-
ded into the luminance component of a host imageI . Water-
mark embedding and extraction are performed in the 8× 8
block-based DCT domain ofI , using the quantization-based
approach proposed in [4].

The left side of figure 1 depicts the embedding scheme.
Let Ql represent the quantizer’s output value at levell . Each
coefficient used for embedding is modified to the nearest
quantization level whose least significant bit (LSB) is equal
to the watermark bit to be embedded. Formally, assuming
thatQn is the quantization value nearest toC(i, j,k), the wa-
termarked coefficient,Cr(i, j,k), is obtained by:

Cr(i, j,k) =

{

Qn, if mod(n,2) = wr(i, j,k);
Qn+t , otherwise.

wherewr(i, j,k) is the watermark bit to embed,mod(x,y) is
the remainder of the integer division ofx by y andt is defined
as:

t = sgn(C(i, j,k)−Qn),

with sgn(x) = −1 if x < 0 andsgn(x) = 1, otherwise. Con-
cerning the quantization function, a non-uniform quantiza-
tion scheme [4], that incorporates the main features of Wat-
son’s perceptual model, has been applied. The quantizer’s
output value at levell can be defined recursively as:

Ql =

{

α T(i, j)
2 , if l = 0;

Ql−1 +αQβ (i, j)
l−1 T(i, j)1−β (i, j), otherwise.

whereα is a constant that regulates the embedding strength
and the remaining parameters are those described in the pre-
vious section. The goal is to assign larger quantization steps
to coefficients that allow greater modifications, while keep-
ing the watermark’s imperceptibility.

To complete the process, the inverse DCT transform is
computed, resulting in the watermarked imageIr , which will
be considered as the reference image.

At the receiver, estimates for the local error abso-
lute value,ε̂(i, j,k) and for the original coefficient values,
Ĉ(i, j,k) are computed based on the received coefficient data,
Cd(i, j,k), onwr bits and on the values ofQl . Quality scores
result from ε̂(i, j,k) andĈ(i, j,k). Note that the reference
watermark,wr , must be known (or generated) by the receiver.
The quality evaluation system will be discussed in the fol-
lowing section.
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Figure 2: Error estimation.

4. QUALITY ESTIMATION

In this section it will be assumed that distortion on the ref-
erence (watermarked) image is due to linear quantization of
the DCT coefficients, which is realistic in the presence of
JPEG and MPEG encoding. For simplicity purposes, the no-
tation that is being used for DCT block position and indexing
will be dropped (e.g.,C(i, j,k) will be simply referred asC).
Under these conditions, the expected value of the local abso-
lute error,ε̂, between reference and distorted coefficients in
a given position, can be estimated by:

ε̂ =
∑l P(Ql )|Cd −Ql |

∑l P(Ql )
, for

{

Ql ∈ [Cd −
q
2,Cd + q

2]

LSB(l) = wr ,
(4)

whereP(Ql ) is the probability of the reference coefficient
value (after watermark embedding) to beQl and q is the
quantization step used for image encoding at the correspond-
ing coefficient’s position. To illustrate (4), consider figure
2, which represents a set of reference coefficient valuesQl
(small ticks labeled with ’1’s and ’0’s). Let’s admit that the
embedded reference watermark bit at a given coefficient’s
position is ’1’. ε̂ is estimated by first computing the distances
from the received coefficient,Cd, to the reference points lay-
ing inside the interval[Cd −

q
2,Cd + q

2] and assigned to wa-
termark bit ’1’. In the figure, those distances are represented
by dA, dB anddC. Each distance is weighted byPA, PB and
PC, respectively, which are the probabilities of the reference
coefficient value to be in each of the points withwr = 1.

However, knowledge about the probabilityP(Ql ) is not
available at the receiver, thus it must be estimated based on
the received coefficient data. In order to do so, the origi-
nal coefficient data is modeled using aLaplaceprobability
density function (pdf) with parameterλ , which represents a
reasonable trade-off between model accuracy and simplicity.
According to this model, thepdf for the original coefficient
values,fX(x), is given by:

fX(x) =
λ
2

e(−λ |x|)
,

whereλ is the distribution’s parameter at the corresponding
DCT frequency.

For algebraic simplicity purposes, it will be considered
that further quantization of the reference signal gives approx-
imately the same results as direct quantization of the original
signal. This is a reasonable approach, since distortion due
to watermark embedding is much lower than the expectable
distortion caused by compression. Thus, assuming that lossy
encoding results from linear quantization with stepq, the

probability for the original coefficient,x, to be quantized to
valueXl is:

P(Xl )) =
∫ Xl +

q
2

Xl−
q
2

λ
2

e−λ |x|dx. (5)

If the quantization function is symmetric and includes the
zero value, which is the case for JPEG and MPEG-2 encod-
ing, (5) can be rewritten as:

P(Xl ) =

{

1−e−
λq
2 , if Xl = 0;

1
2e−λ |Xl |+

λq
2 (1−e−λq), otherwise.

(6)

In order to estimate the parameterλ of the originalpdf us-
ing the quantized coefficient values, the maximum-likelihood
(ML) method is used, following the approach presented in
[7]:

λ̂ = argmax
λ

{log∏P(Xl )}. (7)

Substituting (6) in (7) leads to:

λ̂ = argmax
λ

{ ∑
Xl =0

log(1−e−
λq
2 )

+ ∑
Xl 6=0

log
1
2
(e−λ |Xl |+

λq
2 )(1−e−λq)}

(8)

Representing byN0 andN1 the number of points quantized
to zero and non-zero values, respectively, and considering
S= ∑Xl 6=0 |Xl |, (8) can be rewritten as:

λ̂ = argmax
λ

{N0 log(1−e−
λq
2 )

−λS+
N1λq

2
+N1 log(1−e−λq)}.

(9)

The derivative of (9) with respect toλ leads to:

(Nq+2S)e−λq +N0qe−
λq
2 +N1q−2S= 0, (10)

whereN represents the number of coefficients at a given fre-
quency. Equation (10) resembles a second order polynomial

in e−
λq
2 , with solution:

λ̂ = −
2
q

log
−N0q+

√

N2
0q2−4(Nq+2S)(N1q−2S)

2Nq+4S
.

(11)
The parameter̂λ retrieved by (11) can then be used to com-
pute the values ofP(Ql ):

P(Ql ) =
∫

Ql +Ql+1
2

Ql−1+Ql
2

λ̂
2

exp(−λ̂ |x|)dx. (12)

The absolute value for the local error can then be esti-
mated by using (12) in (4). The resulting error estimates
can be used for quality estimation purposes. For instance,
an estimate for the distorted image PSNR can be computed
according to:

PSNRest[dB] = 10log10
2552

1
M ∑ ε̂2

, (13)
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whereM is the number of DCT coefficients.
However, it is far more interesting to use the estimated

error with the purpose of scoring the perceptual quality of
the received images. A "no-reference" approach for Watson’s
model is achieved by computing estimates for slack values,
ŝ, based on the received coefficient values. Attending to (1):

ŝ=











T̂lum, if |Ĉ| ≤ T̂lum;

|Ĉ|β T̂1−β
lum , otherwise,

(14)

whereT̂lum is an estimate for Watson’s luminance threshold
andĈ is an estimate for the original coefficient value, which
are given by:

T̂lum = T

(

Ĉ
C00

)αT

; Ĉ = Cd + ε̂ ′,

where ε̂ ′ is an estimate for the local error value. It can be
computed similarly to (4), using the difference(Cd −Ql ) in-
side the summation, instead of its absolute value. This error
is added to the received coefficient value, thus obtaining an
estimate for the original coefficient value. This value is then
used for computing slack values and, through (2), to blindly
compute the local perceptual error:

ε̂p =
ε̂
ŝ
, (15)

To conclude, a global perceptual distortion measure is ob-
tained using (15) in (3).

5. RESULTS

5.1 PSNR estimation

The proposed scheme has been evaluated using the LIVE im-
age set database [8]. The images have been watermarked and
JPEG encoded using quality factors in the range of 10−100,
using steps of 10. The watermark embedding strengthα was
set to 0.5, which guarantees watermark imperceptibility. All
AC coefficients have been used for watermark embedding.
After lossy encoding, the no-reference PSNR estimates given
by (13) have been compared with the true PSNR values.

Figure 3(a) depicts the results attained for an image ran-
domly chosen from the LIVE database and figure 3(b) de-
picts the PSNR estimates versus their true values, for all
database images. Statistics regarding the PSNR estimation
accuracy have been synthesized in table 1.

As can be observed from both the table and the figures,
the proposed algorithm is quite accurate for the purpose of
PSNR estimation.

5.2 Quality scores

The results for quality assessment have been evaluated by
comparing the quality scores retrieved by the algorithm with
the ones that result from a subjective test. LIVE database
contains subjective scores for images subject to JPEG com-
pression using different quality factors. Subjective scores are
expressed by theirdifferential mean opinion scores(DMOS),
which is the quality score difference between the reference
and the distorted image (quality decreases with increasing
values of DMOS).

Table 1: PSNR estimation accuracy.
Average estimation error 0.703 dB
Error standard deviation 0.543 dB
Correlation (estimated and true PSNR) 0.984

Table 2: Evaluation of the proposed blind metric.
Root mean square (RMS) 6.245
Pearson’s correlation coefficient (CC) 0.979
Spearman’s rank order coefficient (RC) 0.967

Figure 4(a) depicts the estimated Watson’s distance, us-
ing (3) and the perceptual error estimates given by (15), ver-
sus the corresponding DMOS values. Following a procedure
similar to what is suggest by theVideo Quality Experts Group
(VQEG) in [9], a logistic function was used in order to nor-
malize the values retrieved by (3), using the perceptual er-
ror estimates given by (15), into a linear quality scale from
0−100. The logistic function has the form:

Estimated DMOS= θ0 +
θ1

1+exp(θ2dWatson+θ3)
, (16)

whereθ0 to θ3 are parameters to estimate. These parameters
have been computed in order to minimize the square differ-
ences between the estimated DMOS scores given by (16) and
the true DMOS values in a given training set. The training
set consists of DMOS scores given to the JPEG encoded ver-
sions of 15 reference images randomly chosen from LIVE
database. Theθ parameters have been computed using the
Levenberg-Marquardtmethod for non-linear least squares
minimization problems. The resulting logistic function can
be observed in figure 4(a).

Figure 4(b) depicts the normalized "no-reference" quality
scores versus their DMOS values. As can be observed, ob-
jective quality scores resulting from the proposed algorithm
are well correlated with the subjective quality ranks. In [9],
VQEG also suggests the use of several statistical measure-
ments in order to evaluate the performance of an objective
metric. These measurements have been synthesized in ta-
ble 2.

The results confirm the good performance of the pro-
posed algorithm. When compared with [6], the proposed
scheme provides better results for RMS. Concerning the
other measures,CC andRC, there is not sufficient data avail-
able to perform a fair comparison. Remember that [6] fol-
lows a completely different approach, where the proposed
quality metrics result from compression artifacts measure-
ments.

6. CONCLUSIONS AND DIRECTIONS

In this paper, a watermark-based algorithm that blindly
scores the quality of DCT-based encoded images has been
proposed. The main paper contribution is the achievement
of a JND-based quality metric that resembles the perceptual
model derived by A. B. Watson, without requiring the orig-
inal data. Furthermore, it has also been shown that the pro-
posed approach may be used in order to accurately estimate
the PSNR metric.
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Figure 3: PSNR estimation results.
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Figure 4: DMOS estimation results.

Further investigation is already undergoing in order to
extend the developed work to DCT-based encoded digital
video. It may also be worth to investigate the use of the pro-
posed algorithm in other applications involving error estima-
tion problems, such as coding artifacts reduction.
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