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ABSTRACT

In this paper, we derive a new assessment measure, which
is suitable for harsh noise like musical noise. The measure
uses an image processing technique and a filter based on
auditory loudness. The aim of the measure is to evaluate
the harshness of noise without subjective experiments. The
effectiveness of the proposed measure is shown with exper-
iments on real speech data.

1. INTRODUCTION

Background noise is added to speech and degrades the per-
formance of speech processing systems. This is true in sys-
tems of speech communication, speech analysis, speech recog-
nition and so on. In such systems, clean speech is desired.
This is the reason why various speech enhancement tech-
niques have been studied up to now for the purpose of elim-
inating noise. Spectral subtraction (SS) is one of the meth-
ods to enhance speech in noise [1][2]. The SS has been
widely used since it can suppress noise effectively with sim-
ple computation. It is, however, known that an artificial
noise occurs due to estimation error of noise spectrum, re-
sulting in degradation of the performance of the SS. The ar-
tificial noise is called ”musical noise” because of its strange
tones. To conquer this problem, modified SS methods have
been proposed [3]–[8]. Recently, the SS methods working
effectively in very low signal-to noise ratio (SNR) environ-
ments have been devised [17]–[20].

On the other hand, assessment measures exist to evalu-
ate the usefulness of a speech enhancement technique. Signal-
to-Noise Ratio (SNR) is the most widely used measure in
which the signal and noise powers are compared. However,
SNR is a poor indicator of speech quality. This is because
speech waveform distortions are not considered and speech
and noise durations are mixed in SNR. A frame-based SNR
called Segmental SNR is more matched with our auditory
perception. Even for the segmental SNR, however, noise
durations are included in the calculation, resulting in an
assessment measure depending on noise. The frequency
weighted segmental SNR measure may be the most accu-
rate SNR evaluation in which SNR is calculated for each

frequency band of auditory perception based frequency di-
vision [9]. For evaluation methods utilizing frequency char-
acteristics, several approaches exist such as Log Area Ratio
[10], Weighted Spectral Slope Measure [11][12] and Itakura
Measure [13]. It is known that the frequency based mea-
sures are closed to the subjective measure [14].

In the case where the SS method is used in a very low
SNR environment around of 0dB, the quality of speech pro-
cessed by the method is sufficiently affected by the residual
noise including musical noise. In that case, even if the dis-
tortion of speech itself is little, the noise remained in the
processed speech gives harshness. If we evaluate the qual-
ity of the processed speech by using the conventional speech
quality measures, then the results will be obtained based
on the speech characteristics, particularly frequency char-
acteristics. Then, the speech intelligibility will not be accu-
rately assessed. Thus, in this paper, we consider to separate
the speech intelligibility and noise amount in the processed
speech, and set out to measure the occupied noise amount
from the view point of auditory perception in the case of low
SNR conditions. By using the subjective measure, for ex-
ample, Mean Opinion Score (MOS), the scores may be sep-
arated into the speech intelligibility part and noise amount
part. As well known, however, it takes a long time to eval-
uate them, because many listeners have to be gathered and
listen to the speech data. In this paper, we propose an ob-
jective measure to assess the remained noise, and evaluate
the harshness which results in a score of the dissonance of
noise.

2. PROPOSED MEASURE

We assume to have a speech signalx(n) corrupted by an ad-
ditive noisew(n). Then the noisy speech signal is described
by

yk(n) = xk(n) + wk(n) (1)

wherek is a frame number. In such a situation, the SS is
considered as filtering in the frame, which is described by

|X̂k(f)| = |Yk(f)| − |Ŵk(f)| (2)
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Fig. 1. Spectrogram of a musical noise.

whereYk(f), Xk(f) and Wk(f) are the spectra of win-
dowed signalsyk(n), xk(n) andwk(n), respectively. The
·̂ means estimation. Generally,|Ŵk(f)| is obtained from
non-speech segments. The SS is implemented based on the
assumption that the characteristic of noise is stationary. The
characteristic of noise, however, may not be stationary com-
pletely in each segment. Therefore,|X̂k(f)| includes resid-
ual noise produced by noise estimation error.

For analyzing the residual error, let us assume here that
the residual noise is obtained as

Ek(f) =

{
|X̂k(f)| − |Xk(f)| |X̂k(f)| > |Xk(f)|
0, else.

(3)

Goh et al.[8] addressed an approach to suppress the musical
noise included inEk(f) by post-processing after the im-
plementation of SS. In the method, the spectrogram of the
processed speech is graphically manipulated so as to reduce
the musical noise. The principle of the manipulation is that
the musical noise appears as random spectral peaks on the
spectrogram and eliminating those spectral peaks leads to
reduction in musical noise. Figure 1 shows the spectrogram
of a musical noise produced imitatively from the principle
of the above random spectral peaks by a computer. We can
actually perceive musical tones on this noise.

We utilize an idea of edge extraction used in image pro-
cessing so as to detect the random spectral peaks as im-
pulsive estimation errors. The estimation error score is ob-
tained for each frequency in the spectrogram as

Pk(f) =
| − Ek−w(f) − ... + 2wEk − ... − Ek+w|

2w + 2
(4)

wherew is an integer and2ω+1 corresponds to the number
of frames used for the calculation as one block. When the
difference in spectral magnitude between priori and posteri-
ori frames for each frequency is large,Pk(f) also becomes
large. Figure 2 shows an image figure to implement (4).
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Fig. 2. A filtering image of the proposed measure in the
case ofw = 1.

It is, however, known that human auditory perception
is different in each frequency. For this reason, we should
calculate the auditory scores so as to compensate for the
perception gap. Accordingly, we use a loudness soneL(f)
as a frequency filter[15]. The loudness sone is a frequency
ratio of the degree of human auditory perception. This ratio
is used in frequency weighted segmental SNR [16] which
is an improved measure based on SNR. The score of the
frequency weighted segmental SNR gives the highest one
between objective and subjective correlations[14]. Figure
3 shows the frequency ratio of loudness sone. By using
the loudness sone, the measure of harsh noise, HArsh Mea-
sure(HAM), is calculated in each frame by

Φk(f) = Pk(f) ∗ L(f). (5)
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Fig. 3. A loudness sone.

The final HAM is obtained by averaging

Φ =
1
K

∑
k

1
F

∑
f

Φk(f) (6)

HAM = 10 log10 Φ (7)

whereK is the frame number used to calculate the HAM
segmentally.

3. COMPARISON

To validate the effectiveness of the proposed measure, we
conducted experiments on real speech data. Speakers are
a Japanese male and female. Each speech length is about
10 seconds. The sampling frequency is 10 kHz and band
limitation 3.4 KHz.

The parameters for experiments are as follows. The
frame length is 51.2ms(512 points), which is obtained by
windowing by Hanning window. Each frame is half-overlapped.
The Fast Fourier Transform (FFT) used in the SS is with 512
points. Thew used in HAM is 1.

We use two conventional speech enhancement methods
to compare the effectiveness of the proposed assessment
measure. One is the standard SS method[3], because it is
the most standard. And the other is an iterative SS with
weighting factors[17][19] because the iterative SS method
aims to residual noise reduction, eliminating musical noise
simultaneously. These methods use a full-wave rectification
processing commonly.

First, we calculate HAM on these speech data corrupted
by 4 kinds of noise. The noises are white noise (white),
car engine noise (car), babble noise at exhibition (babble)
and work station fan noise (fan). The white noise was gen-
erated by a computer and the other noises obtained from a

Fig. 4. Comparison between Score of Normalized DMOS
and several objective measure (Input SNR = 0dB.)

Table 1. Scores of HAM

SNR Process White Car Babble Fan
Noisy 32.98 20.97 30.36 31.30

0dB SS 30.85 22.11 29.22 29.09
Iterative SS 24.23 20.42 26.62 22.69

Noisy 30.53 18.38 27.84 28.86
5dB SS 28.04 19.36 26.47 26.30

Iterative SS 21.47 18.01 23.38 19.96
Noisy 28.07 15.78 25.30 26.39

10dB SS 25.29 16.36 23.72 23.59
Iterative SS 18.72 15.14 20.55 17.65

database. Table 1 shows the results of HAM. Table 1 shows
that some differences exist by noise characteristics in the
same SNR cases. This suggests that the harshness of noise
is not able to be judged by only SNR. On the other hand, for
a comparison of the same noise characteristics at each SNR,
each score of HAM becomes larger as each noise level be-
comes higher.

Next, we compare the proposed evaluation measure with
the conventional SS methods by listening test. We used a
DMOS (Differential Mean Opinion Score) as a subjective
evaluation criterion. In this experiment, we only consid-
ered the harshness of noise. Thus, the quality of speech was
scored based on the following 5 levels:

• 5 : no harsh.
• 4: little harsh.
• 3: so so.
• 2: harsh.
• 1: cannot bear to hear.
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Speech data about 10 listeners were chosen randomly for
each evaluation on a noisy speech data where the SNR is
0dB. Each listener was listened twice to each speech data
prepared in a random order. And the scores obtained from
the listeners for each speech data were averaged. Figure
4 shows the comparison between the results of HAM and
DMOS. In Figure 4, evaluation between the HAM and the
DMOS is compared as the ratio of the value because an evi-
dent basis value does not exist in HAM. Figure 4 shows that
the proposed measure almost correctly matches the result
of the listening test. By comparing the SS-based methods,
we see that the HAM measure expresses the harshness of
the noise because the iterative SS method is more excellent
with respect to musical noise reduction. In the case of car
noise, the score of HAM processed with SS is worse than
noisy. The differences may be due to that the energy of car
noise is concentrated on the low frequency range mainly.

4. CONCLUSIONS

We have derived a new assessment measure. The measure
represents the degree of harshness of noise. The measure is
calculated by using an edge extraction technique in image
processing with a loudness sone based on human auditory
perception. Some experiments on real speech data show the
effectiveness of the proposed measure.
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