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ABSTRACT 

Audio compression has progressively gained higher impor-
tance in the Internet thanks to massive amount of multime-
dia services on it. This new services require coders adapted 
to that new environment. Therefore, new generation coders 
use more complex models focused on features which make 
possible its use for audio streaming over the Internet, mainly 
low bit rate, scalability and robustness. In our case, a good 
trade-off between bit rate reduction and audio quality is 
achieved by using parametric audio coding, and further-
more, this coder has a scalable version, optimized for 
streaming requirements. This coder avoids differential in-
formation between coded audio segments and uses a layered 
scheme for changing straightforwardly the bit rate. The re-
sults reveal our coder as a good candidate for massive dis-
tributed audio applications, like music on demand, radio 
broadcasting or real-time streaming audio. In this article 
are shown the main features of this coder and their implica-
tion on streaming. 

1. INTRODUCTION 

The continuous increase of multimedia services and content 
over the Internet has encouraged, in the last years, the search 
of low bit rate coders with good quality. Moreover, wireless 
media access begun to be usual so services have to be avail-
able everywhere to a wide number of users. From this can 
be derived two objectives: low bit rate-good quality coding 
and streaming oriented. For the first one, a parametric audio 
coder has been developed, and for the last, scalability has 
been added. Parametric coding of audio signals has become 
a popular tool for representing audio signals at very low bit 
rates [1][2][3]. This high level description or model for au-
dio signals can provide a framework to meet the demands of 
the Internet streaming audio problem and the increase of 
wireless access through GSM/GPRS and UMTS. The nature 
of high level signal models allows large compression rates, 
scalable compression and flexibility, all required for a suit-
able deployment over the Internet. The coder uses a three 
components signal model which assumes the signal to be 
represented as an addition of sines, transients and noise. 
Then, using psychoacoustic parameters, each component is 
divided among layers to provide scalability.  

In section 2 are shown parametric coder that makes possible 
the real-time scalability and its streaming applications. 
Then, section 3 show the scalability features and how can 
them be used in audio streaming. In section 4 are shown the 
application of this coder for audio streaming. Finally, sec-
tion 5 shows the conclusions for this work. 

2. SIGNAL MODEL 

The signal models used in audio compression assume an 
underlying structure to the signal in question, in that way, a 
wide range of audio signals intuitively fit into the three-part 
model of Sines, Transients and Noise. Transients describe 
drum hits and the stacks of many instruments, sines describe 
signal components that have a distinct pitch, and noise often 
describes the rest of the signal that is neither sinusoidal nor 
transient. This model consists on three parts that work to-
gether and complement each other to form a complete and 
robust signal model, which makes possible a highly opti-
mized audio compression scheme. Low bit rates are 
achieved if model parameters are efficiently encoded ac-
cording to psycho-acoustic criteria. Figure 1 shows the en-
coder stage of the proposed parametric audio coder. 
 
We have used as a modelling tool for transients and sines the 
matching pursuits algorithm. This algorithm is an iterative 
method which extracts at each iteration the atom more corre-
lated with the residual signal. In this way, matching pursuits 
choose at each iteration the atom that extracts more energy 
from the current residue. This algorithm can be adapted to 
modelise transients or sines by making a good choice of the 
dictionary. This dictionary is generally composed of a family 
of atoms. For example, sinusoidal modelling can be achieved 
by matching pursuits and a dictionary composed of complex 
exponentials. 
 
The matching pursuit algorithm was introduced by Mallat 
and Zhang in [Mallat93]. So as to explain the basic ideas 
concerning this algorithm, let's suppose a linear expansion 
approximating the analyzed signal x in terms of functions gm 
chosen from a over-complete dictionary D={gm ; m=0,1, … , 
L}.  
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Figure 1 - Block diagram of the encoder stage 

 
At first iteration of matching pursuits, the atom gm which 
gives the largest inner product with the analyzed signal x is 
chosen. The contribution of this vector is then subtracted 
from the signal and the process is repeated on the residue. At 
the i-th iteration, the residue is: 
 

⎩
⎨
⎧

>−
=

= − 0
0

)()(
1 i

i

imim
i

i

gr
x

r
α

                  (2) 

 
where αm(i) is the weight associated to the optimum atom gm(i) 
at the i-th iteration, and m(i) the dictionary index of the opti-
mum atom chosen at the i-th iteration. Both αm(i) weight and 
the optimum atom gm(i) are computed by minimising the re-
sidual energy at each iteration  
 

i
m

i
m

iii

m

grrr
Dg

α−= −

∈

12
,min                     (3) 

 
where are the weights associated to each element gi
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dictionary D. From this definition we can see that the resid-
ual energy is minimised by the chosen atom gm(i). The com-
putation of  weights is obtained substituting ri

mα
i by its defi-

nition and minimising the result. The solution can be written 
as 
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To enable representation of a wide range of signal features, a 
large dictionary of time-frequency atoms is used in matching 
pursuit. The computation of correlations 

m
i gr ,1−  for all 

gi∈D at each iteration is highly computational consuming. As 
derived in [Mallat93], this computation effort can be substan-
tially reduced using an updating formula based on equation 
(2). The correlations at the m-th iteration are given by: 
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where the only new computation required for the correlation 
updating procedure refers to the cross-correlation term 

mim gg ,)(
, which can be pre-calculated and stored, once over-

complete set D has been determined. For first iteration, the 
computation of correlations between the signal and all atoms, 

mgx, , is also needed. 

 
2.1 Transient modelling 
We propose using matching pursuits with a dictionary of 
orthogonal wavelet functions for transient modelling. The 
over- complete dictionary D is made up with those functions 
which give rise to the J-depth full Wavelet-Packet (WP) 
decomposition, being MWP=J⋅N the WP dictionary size, and 
N the frame length. The inner products of the signal with the 
wavelet-based atoms in set D lead to all the wavelet coeffi-
cients that can be considered in the J-depth full WP tree. 
These coefficients can be identified using three indexes, 
{s,p,d}, which indicate the sub-band at a given decomposi-
tion depth, the decomposition depth and the delay, respec-
tively. The wavelet coefficients at the i-th iteration of match-
ing pursuit and the wavelet-based atoms can be expressed as 
follows: 
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According to (5), the only necessary correlations to imple-
ment the matching pursuits are 

},,{, dpsgx  and 

},,{},,{ 222111
, dpsdps gg . The first ones are obtained from the WP 

transform of x, while correlations between atoms are pre-
calculated and memory stored. These cross-correlations are 
formulated in [VeraIEEE] when wavelet-based dictionaries 
built from orthonormal wavelets are used, which results in: 
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where p=p1-p2 and s=((s1))2

p. Therefore, according to (7), the 
iterative procedure to update correlations requires impulsive 
responses of the synthesis WP tree branches to be stored 
[VeraIEEE]. 
 
2.2 Sinusoidal modelling 
For sinusoidal modelling, we propose the use of matching 
pursuits with a dictionary of windowed complex exponential 
functions, instead of a set of windowed sinusoidal functions, 
in order to reduce the computational complexity. Using 
windowed complex exponential sets, only the frequency of 
every exponential function must be determined, which in-
volves a significant reduction of the dictionary size [3]. 
Phase is computed by the correlations due to its complex 
nature. The functions that belong to the considered set can 
be expressed as follows: 
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The constant Sw is selected in order to obtain unit-norm 
functions, w[n] is the N-length analysis window, L+1 the 
number of frequencies within the dictionary and k is the 
index of each discrete frequency. Amplitude, frequency and 
phase are the three parameters that define each extracted 
tone by the sinusoidal model. 
 
The implemented matching pursuits algorithm for sinusoidal 
modelling is psychoacoustic-adaptive as in [6]. According to 
this approach, the tone extracted at each iteration is the per-
ceptually the most important one.  This perceptual measure 
is basically a modification of the energy weights, , de-

fined by matching pursuits taking perceptual information 
into account in the following way: 
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where Perceptual Matching Pursuits (PMP) algorithm is 
defined by integrating into the Bark scale the division be-
tween the energy of each atom, |Gk(b)|2, and the estimated 
threshold, T(b). Also, this algorithm can be halted following 
a perceptual stopping criterion [6].  
 
The energy parameters in time and frequency of the final 
residual are obtained by linear predictive coding (LPC) to 
model this signal as a noise. For the frequency case, the main 
drawback of LPC model is that the underlying spectral reso-
lution is not matched to that of the human auditory system. 
Frequency warping in combination with LPC, termed warped 
LPC [WLPC], does allow transformation (or warping) of the 
frequency axis according to psycho-acoustic principles, and 
we have therefore applied it to noise modelling. 
 
Summarising, this audio coder extracts from the input audio 
signal a set of different parameters to be sent to the decoder. 
These parameters represent the information provided by the 
three-part model (Sines + Transient + Noise). They are 
quantified using psycho-acoustical information to ensure 
that decoded signals are perceptually identical to the original 
ones. Before transient modelling, transient detection is re-
quired. Our transient detector is based on sudden energy 
change detection. Besides, an adaptive tiling of the time axis 
is required to achieve a right performance of the proposed 
audio coder. We have used the algorithm proposed in [5]. 
The audio signals compressed with this coder are mono and 
sampled at 44.100 Hz with 16 bits per sample. The coder 
results for good perceptual quality give bit rates about 10-12 
Kbps, for test signals and commercial music too.  

3. LAYERED SCALABLE QUALITY FEATURES 

This parametric coder develops an efficient, accurate and 
flexible multi-part model for wide-band speech and audio 
coding. Besides, coded information is generated with a 
streaming oriented structure which divides the original audio 
signal among several coded segments of variable length. This 

structure is based in the division of a segment in several lay-
ers, each one with different audio information. Quality can be 
increase just getting more layers from coded audio, but it is 
not necessary to use all of them to recognise the audio signal. 
The layer splitting process is explained below.  
 
3.1. Layer splitting 
Once, all the parameters have been extracted from the audio 
segment, they are classified depending on their significance 
into a 5 layers scheme: sines are organized in terms of their 
perceptual importance and transients are layered in function 
of the energy of each wavelet-packet atom. However, noise 
model is more difficult to be layered. We have followed this 
principle: no energy is removed. So, tones at each layer that 
are not included due to bit rate restrictions are modelled by 
noise modelling [Myburg]. As a consequence, to implement 
this principle, noise coded parameters correspond to the re-
sidual of the first (lowest bit rate) layer. The synthesized 
noise for the other layers is estimated removing the energy of 
sines and transients for these layers from the energy of layer 
1 noise. Consequently, we can state for layer 1 that this layer 
usually has a bit rate around 7-8 Kbps and, obviously not a 
good quality, but the audio signal can be recognised perfectly 
and the main artefacts are noisy background. The resulting 
bit rates are depicted in figure 2 and subjective results based 
on MUSHRA methodology are presented in figure 3. MPEG 
proposed signals for coding tests have been used. 
 

 

Figure 2 – Resulting bit rates 

 

Figure 3 – Subjective results 

4. STREAMING APPLICATIONS OF THE CODER 

From now on, some keys are considered in order to achieve 
streaming application. The main one: Low bit rate with high 
quality audio has been achieved with techniques like three 
part model and matching pursuits described above. These 
features allow bit rates from 32 Kbps to 8 Kbps with very 
good or good perceptual quality, making possible even raw 
streaming over low speed Internet connections. But, this fea-
ture, that is usually the unique in most coders used in audio 
streaming, has been complemented with real time scalable 

14th European Signal Processing Conference (EUSIPCO 2006), Florence, Italy, September 4-8, 2006, copyright by EURASIP



quality for streaming over a digital network. This has been 
possible due to a layered model for coded audio information, 
which groups the three part model parameters, transients, 
sinusoids and noise with similar psychoacoustic values, in 
the same layer. 
 
The structure of coded audio information is tree-based. 
Therefore, the audio file or real-time stream of audio is di-
vided among fragments of variable number of samples, so 
this coder has a variable instantaneous bit rate. Each segment 
is also divided in several independent layers. Every layer 
carries full absolute audio information about transients and 
sinusoids of its quality level. These layers are organized from 
bottom to top in complexity, so lower layers have the audio 
components which allow recognizing the original signal, and 
higher layers convey refinements to increase perceptual qual-
ity. 
 
Because there is no inter-segment or inter-layer information, 
it is possible to decode any segment, using just a few layers, 
even it lower layers have been missed. Nevertheless, the re-
sulting audio signal will probably lose important psycho-
acoustic elements which had been carried in lower layers, 
and the quality of the decoded audio will be very poor.  
 
This system is complemented with a real time scalable de-
coder, which can recover the audio signal with any number 
of layers for a segment of coded audio without any inter-
segment, or inter-layer information. The layered scheme al-
lows the real-time scalability without any re-coding. More-
over, the audio segments received with low quality can be 
refined with subsequent segment, which can be sent when 
network status makes it possible or user requires a better 
quality. 
 
4.1. Embedded audio coding 
Derived from this layered structure, is the capability of the 
coder to embed audio information from previous segments 
into new ones. Just with segment sequence number and layer 
identifier it is possible to refine the quality of a segment re-
ceived with less quality, for example, due to short network 
congestion status, and play it without any retransmission of 
already sent data, and for music download it allows to listen 
quickly to a sample of a song, and if this song is chosen, just 
send layer of received segments to achieve the required qual-
ity. This capability saves a lot of bandwidth, avoiding spuri-
ous retransmissions. 
 
4.2. Multi-channel casting 
Another ability of this coder is that it can simply deliver in 
the same packet different instants of a real time stream. This 
is very useful for multicast sessions, where receivers can 
choose the main stream to listen to the most recently coded 
audio, or choose between a group of low quality streams 
which have the same audio information coded earlier, di-
vided among intervals of, for example, one or two minutes. 
Then, when the listener chooses a delayed stream the embed-
ded capability allows refining that low bit rate audio. Fur-
thermore, when the instant of listening reaches the point 

when listener connected, the information received earlier will 
be used from that moment, so the user can stop receiving 
delayed streams. This capability is mainly oriented for real 
time broadcasting of cultural or sport events over the Inter-
net. In Figure  is shown an example of multicast channeling. 
One user begins to listen to an online concert, but he or she is 
some seconds late and decides to chooses the one minute late 
stream. The other streams are received too, but thirty second 
after the beginning the 2 minutes later stream is replaced by 
another layer for 1 minute stream, because the user desires 
more quality. Meanwhile, the main stream is stored. When 
the connection reaches the minute of audio played, the cur-
rent played audio change from network to disk, because this 
information is in the cache of the connection. Then, if the 
user was storing the played audio could require layers to re-
fine the one minute later stream.  

 

Figure 4 - Packet stream that uses multicast channeling 

4.3. Forward multi-time segment streaming. 
Other of the features of this layered schema is the error pre-
vention, due to transmission errors in segments. When a 
segment is discarded because bit errors that can produce a 
gap in the play-out, several techniques can be used to avoid 
it: 
• Retransmission: This technique involves that the receiver 

has to say to the sender what segment or segments has 
lost or have error, and then, the sender has to re-transmit 
the required information. This solution generated unde-
sired traffic over the network but is the easier to imple-
ment, and for not real-time applications could be use 
without notice it, but in time constrained applications it 
can derive in a play-out glitch or a delayed response. 

• Forward Error Correction Techniques: These methods are 
commonly used in reliable multicast protocols [12] over 
best-effort networks. They require very complex algo-
rithms depending of types of information to protect [13], 
so information added to protect information could affect 
seriously to protocol and error overhead, which have to 
be avoided due to low bit rate schema used in this coder. 

• Forward multi-time segment streaming: This is the solu-
tion that we propose. The main stream does not suffer 
any increase in bandwidth; just some layers are delayed 
from others, giving online backup information for the 
case of segments lost of errors. At the beginning of the 
stream, a buffering time is required to get enough infor-
mation from the sender (tb1), about two to five seconds of 
the main stream (each packet can carry more than one 
segment). Then, when initial buffering with layer 1 or 
even 2 are accomplished, the sender begins to send the 
following packets (tm1) with all the required layers (up to 
5). Each packet carries on time layer 1 or 2 and the rest, 
delayed packets. In that way, if a packet is delayed the 

1 min stream 1 layer 
2 min stream 1 layer 

Main stream 3 layers (stored) 

0 s 30 s 

1 min stream 2 layers 

60 s 

1 min st. refinement 

90 s 
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buffered packets are used, decreasing quality only for the 
period of the delay. If a packet is lost (tl) or has errors, we 
can use the lower quality layers received before to avoid 
any play-out glitch (tb2). Then, the client requires the re-
finement for that loss and when correct ones arrive again, 
the stream recovers its quality (tm2), so feedback informa-
tion is minimum and does not make the play-out to stop. 
Moreover, the initial buffering time cam be used for 
handshaking purposes to establish other communication 
parameters.  

As a result, Figure 5 shows graphically the play-out of the 
audio stream and approximately the band-with used for the 
stream. This figure shows how error are treated and avoided 
without play-out stop if tl < tb1. And this can be achieved 
thanks to the special coder described in this paper and used 
for audio compression 

 
Figure 5- Stream using multi-time segment forwarding 

5. CONCLUSIONS 

In this document has been shown a scalable parametric 
coder which makes possible low bit rate codification with a 
good perceptual quality due to the three part model used. 
Besides, this coder is specially adapted to audio streaming 
over the Internet because it can be used for embedded audio, 
multi-channel streaming or even, instead FEC (or with 
them) to solve packet lost recovery using only a small buff-
ering time and a dual channel audio stream. 
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