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Abstract 
This paper investigates tradeoff between complexity and 
memory size in the 3GPP enhanced aacPlus decoder based 
on 16-bit fixed-point DSP implementation. In order to inves-
tigate this tradeoff, the speed- and the-memory conscious 
decoders are implemented. The maximum number of opera-
tions for the implemented speed-conscious decoder is 29.3 
million cycles per second (MCPS) for a 32 kb/s bitstream. 
The maximum number of operations for the memory-
conscious decoder, where 70% of the data are allocated to 
an external memory area, increases by 5.7 MCPS (19%) for 
the bitstream. The investigation of this tradeoff provides an 
actual relationship between the computational complexity 
and the internal memory size of the 3GPP enhanced aacPlus 
decoder. The implemented decoders enable music download 
and streaming services on next-generation mobile terminals. 

1. INTRODUCTION 

The 3rd generation partnerships project (3GPP) [1] has al-
ready standardized many technical specifications for 3G 
mobile systems. In these specifications, highly efficient 
speech and audio codecs have been included. 3GPP en-
hanced aacPlus [2] is a newly standardized audio codec for 
mobile applications. It enables high quality stereo audio 
compression at a low bitrate in the range of 24–32 kb/s 
thanks to integration of MPEG-4 parametric stereo (PS) 
[3][4] into MPEG-4 high efficiency advanced audio coding 
(HE-AAC) [5]. 
When 3GPP enhanced aacPlus decoder is implemented on a 
DSP for music download and streaming services on mobile 
terminals, there is a tradeoff between low computational 
complexity and low internal memory size. However, this 
tradeoff in the 3GPP enhanced aacPlus decoder has not been 
reported. 
This paper investigates tradeoff between complexity and 
memory size in the 3GPP enhanced aacPlus decoder based 
on 16-bit fixed-point DSP implementation. In Section 2, the 
3GPP enhanced aacPlus algorithm is explained in reference 
to the HE-AAC algorithm. Section 3 demonstrates computa-
tional complexity of the implemented decoder with and 
without an external memory area on the DSP in order to 
investigate this tradeoff.  

2. 3GPP enhanced aacPlus 

Figure 1 shows a framework of 3GPP enhanced aacPlus. It 
is a standard audio codec integrating MPEG-4 PS into HE-
AAC. PS enables audio coding at a low bitrate for stereo 
signals by efficiently representing stereo information. Sound 
quality of 3GPP enhanced aacPlus at 24 kb/s is statistically 
equivalent to that of HE-AAC at 32 kb/s [6]. Additional 
decoding tools are specified in 3GPP surrounded by dashed 
lines in Fig. 1. They are error concealment tools, stereo-to-
mono downmix tools and a spline resampler tool. 
 
2.1 MPEG-4 HE-AAC standard 
MPEG-4 HE-AAC is a standard extending MPEG-4 ad-
vanced audio coding (AAC) [7] by incorporating spectral 
band replication (SBR) [5][8]. Figure 2 depicts an encoder 
and a decoder block diagram of HE-AAC shown in Fig. 1. 
An SBR encoder and a decoder are a pre- and a post-
processor combined with an AAC encoder and a decoder, 
respectively. At the encoder in Fig. 2 (a), the SBR encoder 
splits an input signal into low- and high-frequency compo-
nents. The low-frequency components are used to synthesize 
a band-limited signal, which is encoded as low-frequency 
information at the AAC encoder. The high-frequency com-
ponents are used to calculate a spectral envelope in the SBR 
encoder. The envelope and other SBR parameters are en-
coded at a low bitrate as high frequency information. The 
low- and the high-frequency information are multiplexed 
into the output bitstream. 

Fig. 1. Framework of 3GPP enhanced aacPlus 
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At the decoder shown in Fig. 2 (b), the bitstream demulti-
plexer separates the input bitstream into the low- and the 
high-frequency information. The AAC decoder generates the 
band-limited signal from the low-frequency information. 
The high-frequency information is used to expand the 
bandwidth of the band-limited signal in order to improve 
sound quality at the SBR decoder. The expansion process 
operates in two modes, namely, high quality SBR (HQ-
SBR) and low power SBR (LP-SBR). 
LP-SBR has been developed specially for mobile terminals 
to reduce battery consumption. It employs real-valued op-
erations instead of complex-valued operations used in HQ-
SBR. However, the real-valued operations cause several 
problems that seriously deteriorate sound quality. For im-
proving sound quality in real-valued operations, LP-SBR 
incorporates additional modules [9] with low computational 
complexity. As a result, The HE-AAC decoder with LP-SBR 
achieves 30 % lower computational complexity than that 
with HQ-SBR without statistical difference in sound quality 
[10]. 

 
2.2 3GPP enhanced aacPlus standard 
Figure 3 shows block diagrams of the 3GPP enhanced 
aacPlus encoder and decoder. At the encoder in Fig. 3 (a), 
the PS encoder separates the stereo signal into stereo infor-
mation and a mono signal that is obtained by down-mixing 
the stereo signal. The stereo information consists mainly of 
the inter-channel intensity difference (IID) and the inter-
channel coherence (ICC). IID and ICC represent the power 
difference and the correlation between the left and the right 
signals, respectively. The mono signal is encoded as mono 
information by the HE-AAC encoder. The stereo informa-
tion and the mono information are multiplexed into the out-
put bitstream. 
At the decoder in Fig. 3 (b), the input bitstream is demulti-
plexed into the mono and the stereo information. The HE-
AAC decoder generates the mono signal by decoding the 
mono information. The decoded mono signal is extended to 
the stereo signal using the stereo information in the PS de-
coder.  

In the specification of 3GPP enhanced aacPlus1, two modes 
are standardized for stereo signals. At a bitrate higher than 
36 kb/s, the encoder is the same as the HE-AAC encoder 
illustrated in Fig. 2 (a). In this case, the decoder operates in 
the LP-SBR mode to reduce computational complexity. On 
the other hand, the framework illustrated in Fig.3 (a) is used 
to encode stereo signals at lower than or equal to 36 kb/s for 
improving sound quality. 

 
2.3 3GPP enhanced aacPlus decoder 
Figure 4 shows a detailed block diagram of the 3GPP en-
hanced aacPlus decoder. The input bitstream is demulti-
plexed into the AAC data, the SBR data and the PS data. 
The AAC decoder generates the mono signal from the AAC 
data. An analysis filter bank splits the mono signal into mul-

                                                           
1 Both the encoder and the decoder are standardized different from 
the MPEG standard that specifies only the decoder. 

SBR 
Encoder 

AAC 
Encoder 

Input 
Signal 

High-freq. Info. 

Band-limited 
Signal 

M
ul

tip
le

xe
r 

Output 
Bitstream

Low-freq.  
Info. 

SBR 
Decoder 

AAC 
Decoder 

High-freq. Info. 

Band-limited
Signal 

D
em

ul
tip

le
xe

r 

Input 
Bitstream 

Low-freq.  
Info. 

(a)Encoder 

Output 
Signal 

(b) Decoder 
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tiple low frequency subband signals. High frequency sub-
band signals are generated in a high frequency generator by 
copying the low-frequency subband signals. Energy of the 
generated high frequency subband signals is adjusted in an 
envelope adjuster using the SBR data. The low and high 
frequency subband signals in the mono channel are provided 
for the PS decoder. It generates decorrelated subband signals 
that have no correlation with the mono subband signals. By 
mixing the mono and the decorrelated subband signals with 
a ratio indicated by IID and ICC, stereo subband signals are 
obtained. A synthesis filter bank synthesizes the stereo sig-
nal from these stereo subband signals. 
The PS decoder utilizes complex-valued operations for re-
ducing aliasing problems caused by modifying low-
frequency subband signals. This is because the human audi-
tory system is sensitive to distortions in the low frequency. 
The SBR decoder used with the PS decoder also utilizes 
complex-valued operations, since the SBR and the PS de-
coders are connected with the complex-valued subband sig-
nals.  
Three modules surrounded by dashed lines in Fig. 4 are the 
additional modules specified in 3GPP. The error conceal-
ment tools improve sound quality in case of a frame loss. 
The AAC error concealment tool requires the status of the 
previous frame and that of the next frame. Consequently, the 
delay of the decoder increases by one frame. The SBR and 
the PS error concealment tools generate parameters from 
those in the previous frames. The stereo-to-mono downmix 
tools are used for monaural terminals. The SBR data are 
mixed from stereo to mono in the parameter domain. In this 
case, the SBR decoder works as the mono decoder in order 
to reduce computational complexity. The spline resampler 
tool decimates the output signal for terminals with a nar-
rowband D-to-A converter. This tool converts the sampling 
frequency from 22.05 or 24 kHz to 8 or 16 kHz. 

 

3. DSP IMPLEMENTAION 

For the mobile terminals, it is essential to implement its de-
coder on an LSI with low power consumption. This is 
equivalent to DSP implementation with a least number of 
operations per second. Furthermore, an internal memory 
area of the DSP is usually shared with other applications 
such as a video decoder and an acoustic post processing. 
Therefore, it is of great importance to minimize the internal 
memory size of the decoder. The balance of the speed and 
the memory should be determined by mobile terminal manu-
facturers or their applications. 
In view of this tradeoff, two decoders have been imple-
mented on a 16-bit fixed-point DSP, TMS320VC5510 [11], 
running at 200 MHz, namely, speed-conscious and memory-
conscious implementations. The speed-conscious implemen-
tation uses only the internal memory area of the DSP to 
minimize the number of operations by eliminating the ac-
cess latency to the external memory area. The memory-
conscious implementation minimizes the internal memory 
size of the decoder at the expense of a slight increase in the 
number of operations. Both decoders were developed by 

incorporating PS and additional tools into the HE-AAC de-
coder described in [6]. The decoding process has been opti-
mized by maximizing the parallel use of ALUs and MACs, 
in order to achieve low computational complexity. 

 
3.1 Performance evaluation of speed-conscious decoder 
The number of operations was evaluated with two bit-
streams encoded at 48 kb/s and 32 kb/s. They were gener-
ated, by the 3GPP floating-point reference encoder [12], 
from a typical stereo music signal sampled at 48 kHz. Com-
plexity of these bitstreams was measured by the 3GPP fixed-
point reference decoder [13]. The maximum numbers of 
operations were 32.2 and 34.6 wMOPS2 (weighed million 
operations per second) for the 48 kb/s and the 32 kb/s bit-
streams, respectively.  
Figure 5 shows the computational complexity of the imple-
mented speed-conscious decoder with no frame losses. 
Based on the enhanced aacPlus specification, the 48 kb/s 
bitsream was decoded by stereo HE-AAC with LP-SBR. PS 
was used for decoding the 32 kb/s bitstream in combination 
with mono HE-AAC with HQ-SBR. In this evaluation, the 
stereo-to-mono downmix and the spline resampler tools in 
Fig. 4 were disabled. All the data and the instructions code 
are allocated in the internal memory area on the DSP. 

                                                           
2 wMOPS is a measure of computational complexity used in ETSI 
and ITU-T. This measure is roughly equivalent to MCPS (million 
cycles per second) for fixed-point DSPs. 
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Fig. 5. Computational complexity of the speed-conscious decoder.
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Tab. 1. Memory size of the speed-conscious decoder [kWord] 

Static RAM 19.0 
Scratch RAM 13.5 

Constant ROM 19.0 
Program ROM 37.4 

Total 88.9 
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The average numbers of operations for the 48 and the 32 
kb/s bitstreams are 19.3 and 27.2 MCPS, respectively. 27.2 
MCPS consists of 13.9 MCPS for mono HE-AAC with HQ-
SBR and 13.3 MCPS for PS. The complexity of PS is about 
the same as that of mono HE-AAC with HQ-SBR. 
The maximum numbers of operations are 23.1 and 33.7 
MCPS for the 48 and the 32 kb/s bitstreams, respectively. 
33.7 MCPS consists of 16.2 MCPS for mono HE-AAC with 
HQ-SBR and 17.5 MCPS for PS. Consequently, the 3GPP 
enhanced aacPlus decoder can be implemented with 85% 
increase in computational complexity compared to the mono 
HE-AAC decoder with HQ-SBR. It is 29% more complex 
than the stereo HE-AAC decoder with LP-SBR. 
The memory size of the implemented speed-conscious de-
coder is shown in Tab. 1. The sizes of static RAM, scratch 
RAM, constant ROM and program ROM are 19.0, 13.5, 
19.0 and 37.4 kWord, respectively. Overall, the memory size 
is 88.9 kWord. Scratch RAM is shared with other applica-
tions, since data in the area are used to decode only the cur-
rent frame. The size of constant ROM is larger than that in 
3GPP reference fixed-point decoder [10]. This is because 
several data in constant ROM such as huffman codebooks 
have been modified to achieve low computational complex-
ity. The codebooks are also divided into sub-codebooks to 
extract quantized values efficiently. Program ROM keeps 
instruction code to decode bitstreams. 
 
3.2 Performance evaluation of memory-conscious de-

coder 
In order to reduce the internal memory use as well as the 
increase in computational complexity, some data were 
moved to the external memory area. These data are not ac-
cessed frequently in the decoding process. All the instruction 
data in program ROM are allocated to the external memory 
area, since the complexity increase can be avoided by use of 
the instruction cache. In addition to the moved data men-
tioned earlier, some areas in static RAM such as filter 

buffers were moved to the external memory area. Although 
these data are accessed frequently, the access is limited to a 
specific period. To reduce the latency in the memory access, 
the data are copied to the internal memory area just before 
the RAM access. After the access, they are stored to the ex-
ternal memory area again. 
Table 2 presents the memory allocation of the memory-
conscious decoder. The internal memory sizes of static 
RAM, scratch RAM, constant ROM and program ROM are 
4.8, 12.8, 8.0 and 0 kWord, respectively. Since 70 % of the 
data was moved to the external memory area, the internal 
memory size is reduced from 88.9 kWord to 25.6 kWord. 
The remaining internal memory area and computing power 
can be used for other applications. 
The computational complexity of the memory-conscious 
decoder was evaluated in comparison with that of the speed-
conscious decoder. The conditions are the same as the earlier 
evaluation. Figure 6 illustrates the computational complexity 
of the memory- and the speed-conscious decoders. The 
maximum numbers of operations for the 48 kb/s and the 32 
kb/s bitstreams are 28.7 and 35.0 MCPS, respectively. 35.0 
MCPS consists of 19.8 MCPS for mono HE-AAC with HQ-
SBR and 15.2 MCPS for PS. The maximum number of op-
erations for the 48 kb/s and the 32 kb/s bitstreams increase 
by 6.0 and 5.7 MCPS, respectively. While 70% of the data 
are allocated to the external memory area, the maximum 
numbers of operations increase only by 26% and 19% for 
the 48 kb/s and the 32 kb/s streams, respectively.  
 
3.3 Tradeoff between complexity and internal memory 

size 
Figure 7 summarizes the tradeoff between the computational 
complexity and the internal memory size in the 3GPP en-
hanced aacPlus decoder for the 32 kb/s bitstream. The area 
surrounded by dashed oval, which is distributed from top left 
to bottom right, shows the feasible area of the decoder. The 
position in the area is determined based on the decoder im-
plementation. The speed-conscious decoder is located at the 
bottom right, since it is optimized for the computational 
complexity. The position of the memory-conscious decoder 
is not the top left, because complexity drastically increases 
when the internal memory size is further reduced. The bal-
ance of the speed and memory size should be determined by 
the application. For cellular phones, the memory-conscious 
decoder is preferable, since the decoder is usually used with 
other applications. On the other hand, the speed-conscious 

Tab. 2. Memory allocation of the memory-conscious de-
coder [kWord] 

 Internal External Total 
Static RAM 4.8 14.2 19.0 

Scratch RAM 12.8 0.7 13.5 
Constant ROM 8.0 11.0 19.0 
Program ROM 0 37.4 37.4 

Overall 25.6 63.3 88.9 
 

Fig. 6. Complexity comparison between the memory- and the 
speed-conscious decoders. 
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decoder is suitable for music-only players in order to reduce 
battery consumption. Both of the implemented decoders en-
able music download and streaming services on next-
generation mobile terminals. 
 
3.4 Complexity comparison 
Computational complexity of the implemented 3GPP en-
hanced aacPlus decoder was compared with that of conven-
tional AAC and HE-AAC decoders. The AAC, the HE-AAC 
and the 3GPP enhanced aacPlus bitstreams were encoded at 
96, 48 and 32 kb/s from typical stereo signals sampled at 48 
kHz. These bitrates were chosen so that the bandwidth of 
each decoded stereo signal is about 16 kHz.  
Figure 8 shows the comparison result on computational com-
plexity among three decoders. All the data and the instruc-
tions code of each decoder are allocated in the internal mem-
ory area on the DSP. The maximum numbers of operations 
are 20.0, 22.7 and 29.3 MCPS for the AAC, the HE-AAC 
and the 3GPP enhanced aacPlus decoders, respectively. 3GPP 
enhanced aacPlus achieves 67% bitrate reduction from AAC 
at the cost of 47% increase in the number of operations. Fur-
thermore, 3GPP enhanced aacPlus achieves 33% bitrate re-

duction from HE-AAC at the cost of 30% increase in compu-
tational complexity. 
 

4. CONCLUSIONS 

Tradeoff between complexity and memory size in the 3GPP 
enhanced aacPlus decoder based on 16-bit fixed-point DSP 
implementation has been investigated. It has been shown 
that the maximum number of operations for the imple-
mented speed-conscious decoder is 22.7 and 29.3 MCPS for 
the 48 and 32 kb/s bitstreams. It has also been shown that 
the maximum number of operations for the memory-
conscious decoder, where 70% of the data are allocated to 
the external memory area, increases only by 6.0 and 5.7 
MCPS for the bitstreams, respectively. The investigation of 
this tradeoff demonstrates the relationship between the com-
putational complexity and the internal memory size of the 
3GPP enhanced aacPlus decoder. The implemented decoders 
enable music download and streaming services on next-
generation mobile terminals. 
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Fig. 7. Tradeoff between complexity and internal memory size
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