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ABSTRACT

Automatic discrimination of speech and music is an im-
portant tool in many multimedia applications. This paper
presents an evolutionary fuzzy rules-based speech/music dis-
crimination approach for intelligent audio coding. A low
complexity but effective feature, called Warped LPC-based
Spectral Centroid (WLPC-SC), is defined for the analysis
stage of the discrimination system. The final decision is
made by a fuzzy expert system, which improves the accu-
racy rate provided by a Gaussian Mixture Model (GMM)
classifier taking into account the audio labels assigned by the
GMM classifier to past audio frames. Comparison between
WLPC-SC and most timbral features proposed in [8] is per-
formed, aiming to assess the good discriminatory power of
the proposed feature. The accuracy rate improvement due to
the fuzzy expert system is also reported. Experimental re-
sults reveal that our speech/music discriminator is robust and
fast, making it suitable for intelligent audio coding.

1. INTRODUCTION

Automatic discrimination between speech and music has be-
come a research topic of interest in the last few years. Sev-
eral approaches have been described in the recent literature
for different applications [1][2] [3][4][5]. Each of these uses
different features and pattern classification techniques and
describes results on different material.

Saunders [1] proposed a real-time speech/music discrim-
inator, which was used to automatically monitor the audio
content of FM audio channels. Four statistical features on
the zero-crossing rate and one energy-related feature were
extracted, and a multivariate-Gaussian classifier was applied,
which resulted in an accuracy of 98%.

In Automatic Speech Recognition (ASR) of broadcast
news, it’s desirable to disable the input to the speech rec-
ognizer during the non-speech portion of the audio stream.
Scheirer and Slaney [2] developed a speech/music discrimi-
nation system for ASR of audio sound tracks. Thirteen fea-
tures to characterize distinct properties of speech and music,
and three classification schemes (MAP Gaussian, GMM and
k-NN classifiers) were exploited, resulting in an accuracy of
over 90%.

Automatic discrimination of speech and music is an im-
portant tool in many multimedia applications. Khaled El-
Maleh et al. [3] combined line spectral frequencies and
zero-crossings for frame-level narrowband speech/music dis-
crimination. The classification system operates using only a
frame delay of 20 ms, making it suitable for real-time multi-
media applications. An emerging multimedia application is
content-based indexing and retrieval of audiovisual data. Au-

dio content analysis is an important task for such application
[6].

Comparative view of the value of different types of
features in speech/music discrimination is provided in [7],
where four types of features (amplitudes, cepstra, pitch and
zero-crossings) are compared. Experimental results showed
cepstra and delta cepstra bring the best performance. Mel
Frequencies Spectral or Cepstral Coefficients (MFSC or
MFCC) are very often used features for audio classification
tasks, providing quite good results. In [4], MFSC’s first or-
der statistics are combined with neural networks to form a
speech/music classifier that is able to generalize from a lit-
tle amount of learning data. MFCC are a compact repre-
sentation of the spectrum of an audio signal taking into ac-
count the nonlinear human perception of pitch, as described
by the mel scale. They are one of the most used features
in speech recognition and have recently proposed in musical
genre classification of audio signals [8][9].

Another application that can benefit from distinguishing
speech from music is low bit-rate audio coding. Designing
an universal coder to reproduce well both speech and music
is the best approach. However, it is not a trivial problem.
An alternative approach is to design an intelligent audio cod-
ing scheme composed of a speech/music discriminator and
a multi-mode coder that can accommodate different signals.
The appropriate module is selected using the output of the
speech/music classifier [10] [11].

In this paper, we present our contribution to the design
of a robust and real-time implemented speech/music dis-
criminator, which can be integrated into an intelligent au-
dio coder with application to internet audio streaming. For
such goal, we define a simple but effective feature, called
Warped LPC-based Spectral Centroid (WLPC-SC), which
will be used as the only one feature in the analysis stage.
Other speech/music discrimination approaches based on only
one type of feature are presented in [12] and [5], which result
in fast and robust classification systems. The final decision
will be made by a quite simple fuzzy expert system, which is
designed to improve the accuracy rate provided by a GMM
classifier

2. SPEECH/MUSIC DISCRIMINATION FOR
INTELLIGENT AUDIO CODING

Speech/music discrimination involves a suitable processing
for two main tasks: audio feature extraction and classifica-
tion of the extracted parameters. In this work, contributions
in both directions are done. The resulting speech/music dis-
criminator can be integrated into an intelligent multi-mode
audio coder. This system must first perform an intelligent
segmentation of the audio signals, so that they become se-
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quences of audio frames labelled as speech or music, ac-
cording to the decisions of the speech/music discriminator.
Once the audio frames have been labelled, they are applied
to coders adapted to the characteristics of each frame (i.e. a
HVXC coder could be used for speech frames and an AAC
coder for music frames). The underlying speech/music dis-
criminator will assign a different cost to the two error pos-
sibilities, being much higher the cost of classifying a music
frame as speech than the opposite. It aim to achieve high
quality low bit rate audio coding for all types of audio sig-
nals, and must be applicable to last generation mobile phone
systems and internet audio streaming.

2.1 Analysis stage: New Warped LPC-based feature

In our system, ananalysis frameof 23 ms (1024 samples
at 44100 Hz sampling rate), along texture frameof 1 s (43
analysis windows) and ashort texture frameof 250 ms are
defined. Overlapping with a hop size of 512 samples is per-
formed. Hence, the vector for describing the proposed fea-
ture, when using long texture frames, consists of 85 values,
which are updated each 23 ms-length analysis frame. This
large dimensional feature vector is difficult to be handled for
classification tasks, giving rise to two main drawbacks: 1)
too much computational cost, 2) possible too high misclas-
sification rate. Therefore, it is required reducing the feature
space to a few statistical values each 1 s-length long texture
frame. In this work, the mean and variance of each feature
vector are only computed.

Usually, speech signals has a low centroid frequency,
which varies sharply at a voiced-unvoiced boundary. In-
stead, music signals show a quite changing behavior. There
is no a specific pattern for such signals. We compute the
centroid frequency by a one-pole lpc-filter. Geometrically,
the lpc-filter minimizes the area between the frequency re-
sponse of the filter and the energy espectrum of the sig-
nal. The one-pole frequency tells us where the lpc-filter
is frequency-centered. Therefore, someway, the one-pole
frequency informs us where most of the signal energy is
frequency-localized.

However, the human auditory system is nonuniform in
relation to the frequency. According to this statement,
the Mel, the Bark and the ERB (Equivalent Rectangular-
Bandwidth) scales [13] are defined for audio processing. For
speech/music discrimination, it would be desirable to use a
feature that works directly on some of these auditory scales,
resulting in frequency-warped audio processing.

The transformation from frequency to Bark scale is a well
studied problem [13] [14]. Generally, the Bark scale is per-
formed via the all-pass transformation defined by the substi-
tution in thez domain:

z= Aρ(ζ )≡ ζ +ρ
1+ζρ

(1)

which takes the unit circle in thezplane to the unit circle
in the ζ plane, in such a way that, for0 < ρ < 1, low fre-
quencies are stretched and high frequencies are compressed.
Parameterρ depends on the sampling frequency of the orig-
inal signal [14]. Applying (1), the Bark scale values can be
approximated from frequency positions as follows [13]:

b = 13arctan(0.76f (kHz))+3.5arctan(
f (kHz)

7.5
)2 (2)

We propose the use of a one-pole warped-lpc filter based
on this bilinear transformation to compute the WLPC-SC
feature each 23 ms-length analysis frame.

The implementation of this filter can be downloaded
from: http://www.acoustics.hut.fi/software/warp[13].

As can be seen in Fig. 1, the WLPC-SC feature shows
clear differences between voiced and unvoiced phonemes
due to the frequency-warped processing. Besides, these dif-
ferences are bigger than in a drum-based music signal. The
results in Fig. 1 suggest us that WLPC-SC could be a prof-
itable low complexity feature to design a robust music/speech
discriminator. It will be assessed in section 3.
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Figure 1: Example illustrating the values that LPC-SC and
WLPC-SC takes for both speech and music signals.

2.2 Classification stage: Fuzzy rules-based expert sys-
tem

For classification purposes, a number of standard Statistical
Pattern Recognition (SPR) classifiers [15] were evaluated.
Here, a three-component GMM classifier with diagonal co-
variance matrices is used because it showed a slightly better
performance than other SPR classifiers. The performance of
the system does not improve when using a higher number of
components in the GMM classifier. The GMM classifier is
initialized using theK-means algorithm with multiple ran-
dom starting points. Modern classification techniques, such
as Neural Networks (NN), Support Vector Machines (SVM)
and dynamic programming, could also be used, but the com-
plexity would increase to a great extent.

Nevertheless, we are interested in discriminating be-
tween speech and music for intelligent audio coding. A suit-
able coder must be selected each 23 ms-length analysis frame
according to the decision of the speech/music discriminator
(i.e. a HVXC coder can be applied to speech frames and an
ACC coder to music frames). If coder selection is only based
on current frame data, the GMM classifier we will obtain low
success rate. It is very important to assure a robust perfor-
mance of the speech/music discriminator for intelligent au-
dio coding. Hence, we propose the use of a Fuzzy rules-
based expert system for selecting the suitable coder each 23

14th European Signal Processing Conference (EUSIPCO 2006), Florence, Italy, September 4-8, 2006, copyright by EURASIP



ms-length analysis frame, which takes into account informa-
tion not only of the current frame but also of past frames.
The classification stage will consist of two components: the
GMM classifier and the fuzzy expert system. It seems likely
that the inclusion of the expert system within the classifica-
tion stage implies an improvement of the classification accu-
racy rate obtained by the GMM classifier.

The fuzzy expert system takes the final decision from
four input parameters. The input parameters (P0, P1, P2
andP3) represent the probabilities obtained by the 3-GMM
classifier for four consecutive 250 ms-length short texture
frames. The last of them includes the current 23 ms-length
analysis frame just at the end.

Using these probabilities and a knowledge base, the
Fuzzy rules-based expert system selects a suitable coder (a
coder adapted to music or a coder adapted to speech) for in-
telligent audio coding. The fuzzy rules-based expert system
structure appears in figure 2.

SIGNAL
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1 s P3 P0P1P2
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INFERENCE
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DATA
BASE

BASE OF
RULES

KNOWLEDGE BASE BEST CODER
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Figure 2: Expert System General Structure.

All inputs has been calculated using the GMM classi-
fier from the mean and variance of the vector associated to
each 250 ms-length short texture frame. These vectors con-
sist of the WLPC-SC feature values corresponding to the 23
ms-length analysis frames that constitute each 250 ms-length
short texture frame. All probabilities are [0,1] normalized.
Input membership functions are represented in Figure 3.

0.25 0.5 0.75

P0 P1

P2 P3

MUSIC VOICE

0 1

BOTH

MUSIC VOICE

0 1

BOTH

MUSIC VOICE

0 1

BOTH

MUSIC VOICE

0 1

BOTH

µ
�����

µ
�����

µ
�����

µ
�����

P0 P1

P2 P3

MUSIC VOICE

0 1

BOTH

MUSIC VOICE

0 1

BOTH

MUSIC VOICE

0 1

BOTH

MUSIC VOICE

0 1

BOTH

µ
�����

µ
�����

µ
�����

µ
�����

0.25 0.5 0.75

0.25 0.5 0.75

0.25 0.5 0.75

Figure 3: Membership functions for input variables.

There is only one output variable, called ’Coder’, which
is [0,1] normalized. If the output value is higher than 0.5,
a speech coder is selected. Otherwise, a music coder is
selected. Membership functions for the output variable is
shown in Figure 4.
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Figure 4: Membership functions for the output variable.

Next, we briefly outline the performance of the expert
system and the methodology for building new knowledge
base.

2.2.1 Fuzzy rules-based expert system

Fuzzificator transforms the input values for the inference en-
gine process. Inference engine obtains an output fuzzy set
using inputs and relationships defined in a fuzzy rules base.

The expert system takes the decision about the suitable
coder for processing the audio signal from the input proba-
bilities, a data base (input and output membership functions
information) and a base of rules.

Finally, defuzzificator transforms the output fuzzy set in
a value that allows select the suitable audio coder each 23
ms-length analysis frame.

2.2.2 Building knowledge base

The new rules added to the expert system knowledge base
have been calculated using evolutionary computation. The
methodology has been used with success in other research
works [16][17]. The algorithm for knowledge acquisition is
based on random rules generation and later insertion of the
new rules into the knowledge base whether an improvement
in the classification accuracy rate is achieved. In order to
assess this improvement, it is required to compare the per-
formance of the evaluated system (in our case, the intelligent
audio coder) with and without each new rule.

The fuzzy expert system takes a decision every 23 ms.
Two types of error can happen: an audio frame is labelled
as speech when it is a music frame and the opposite. The
first one (Music as Speech Error, MSE) is considered more
serious than the second one (Speech as Music Error, SME),
since it gives rise to a great loss of audio quality. The Speech
as Music Error is less critical, because it implies an increase
in the bandwidth necessary to transmit the signal, but no loss
of audio quality is produced.

In order to design and evaluate the fuzzy expert system, a
fitness function which considers both types of error is used:

Ev= 0.8·MSE+0.2·SME (3)

For designing and testing the system, different audio files
with 23 ms-length analysis frames labelled as speech or mu-
sic are available. The system uses these files to train and
build the knowledge base, which includes all learn rules that
allow to improve the intelligent audio coder performance.

14th European Signal Processing Conference (EUSIPCO 2006), Florence, Italy, September 4-8, 2006, copyright by EURASIP



3. EXPERIMENTAL EVALUATION

First of all, the audio test database is carefully prepared. The
speech data come from news programs of radio and TV sta-
tions, as well as dialogs in movies, with different levels of
noise and music background, especially in news programs,
and the languages involve English, Spanish, French and Ger-
man. The speakers involve male and female with different
ages. The length of the whole speech data is about an hour.
The music consists of songs and instrumental music. The
songs cover as more styles as posible, such as rock, pop,
folk and funky, and they are sung by male and female in
English and Spanish. The instrumental music we have cho-
sen covers different instruments (piano, violin, cello, pipe,
clarinet) and styles (symphonic music, chamber music, jazz,
electronic music). Some music pieces in movies are also in-
cluded, which are played by multiple different instruments.
The length of the whole music data is also about an hour.

Next, we intend to assess the speech/music discrimina-
tion capability of the proposed feature. To achieve such
goal, the WLPC-SC feature is compared to most timbral tex-
ture features proposed in [8]. The following timbral features
are considered for comparison purposes: Spectral Centroid
(SC), Spectral Rolloff (SR), Spectral Flux (SF), Time Do-
main Zero Crossings (ZC) and Mel-Frequency Cepstral Co-
efficients (MFCC)1. Comparison results are obtained evalu-
ating the different features each 23 ms-length analysis frame
with a 3-GMM classifier. The classifier takes a decision each
23 ms according to the mean and variance of the 85 samples-
length vector corresponding to the last 1 s-length long texture
frame. Table 1 shows the classification accuracy percentages
when WLPC-SC is compared to the timbral features in [8].

FEATURE SPEECH MUSIC GLOBAL
(%) (%) (%)

SC 93.90 86.55 90.20
SR 95.93 65.60 80.67
SF 68.24 63.96 66.10
ZC 31.52 68.20 49.98
MFCC 98.11 84.54 91.28
WLPC-SC 97.33 82.31 89.77

Table 1: Classification accuracy percentage. WLPC-SC vs.
timbral features

At the sight of the results in table 1, we can say that the
proposed feature performs better than most of the timbral
features in [8] for speech/music discrimination. The Spectral
Centroid (SC) performs as well as the Warped LPC-based
Spectral Centroid (WLPC-SC), while the Mel-Frequency
Cepstral Coefficients (MFCC) give slightly better classifica-
tion accuracy percentages. The good discrimination capa-
bility provided by the SC and MFCC features is achieved
at the cost of a complexity increase regarding the WLPC-
SC feature, which is much higher in the case of the MFCC
feature. Note that the WLPC-SC feature does not require
a DFT computation, while both SC and MFCC features re-
quire this computation. As shown in table 1, the proposed
feature achieves high accuracy percentages while maintain-
ing the complexity at a reduced degree.

We are also interested in comparing MFCC with all the

1Only the first five cepstral coefficients are taken for classification

rest timbral features in table 1 and all the rest timbral features
in table 1 plus WLPC-SC. We intend to know if the pro-
posed feature improves the classification accuracy percent-
age when it is added to all timbral features (except MFCC)
for speech/music discrimination. Table 2 shows how the in-
clusion of the WLPC-SC feature within the feature set entails
a discrimination capability improvement. The classification
accuracy percentage grows about a 2%. However, it must be
noted that no improvement is accomplished when all the rest
timbral features in table 1 are used for speech/music discrim-
ination regarding the case of using only the MFCC feature.

FEATURE SPEECH MUSIC GLOBAL
(%) (%) (%)

MFCC 98.11 84.54 91.28
All the rest timbral features 96.05 86.72 91.33
All the rest timbral features 98.86 87.95 93.15
+ WLPC-SC

Table 2: Discrimination capability improvement when the
WLPC-SC feature is included within the feature set.

Now, we are also interested in knowing how much warp-
ing transformation influences in speech/music discrimina-
tion. Table 3 compares the classification accuracy results for
both the proposed feature (WLPC-SC) and the same feature
without warping transformation (LPC-SC).

FEATURE SPEECH MUSIC GLOBAL
(%) (%) (%)

WLPC-SC 97.33 82.31 89.77
LPC-SC 90.72 68.36 79.54

Table 3: Classification accuracy percentage. WLPC-SC vs.
LPC-SC

From the results in table 3, it can be said that warping
transformation is a very important operation for the good
performance of the feature proposed in this paper, because
it entails psychoacoustic information is taken into account.
Table 3 shows an improvement in the speech/music discrim-
ination capability higher than 10% regarding the case of not
using the warping transformation.

Finally, table 4 shows the improvement in the classifi-
cation accuracy rate due to the inclusion within the classi-
fication stage of the fuzzy expert system with regard to the
case of using only the GMM classifier. Results in table 4
are accomplished by evaluating only one feature (the pro-
posed WLPC-SC feature). Remember that the fuzzy system
receives every 23 ms the decisions of the GMM classifier
corresponding to the last four 250 ms-length short texture
frames. The fuzzy system takes the final decision according
to these decisions provided by the GMM classifier and a set
a properly defined fuzzy rules.

We can see from table 4 that the fuzzy rules-based ex-
pert system implies a better performance of the speech/music
discriminator. The global accuracy percentage grows about
a 6%. Besides, the fuzzy expert system gives rise to an im-
portant decrease of the MSE errors (about a 13%), which im-
proves the audio coder performance, since this type of error
is considered critical for audio coding purposes.
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CLASSIFIER SPEECH MUSIC GLOBAL
(%) (%) (%)

3-GMM 97.33 82.31 89.77
3-GMM + Fuzzy system 96.17 95.08 95.62

Table 4: Classification accuracy percentage. 3-GMM vs. 3-
GMM + Fuzzy system

Because of its simplicity and robustness, the resulting
speech/music discriminator can be integrated into a real-time
intelligent audio coder with different applications (i.e. inter-
net audio streaming).

4. CONCLUSIONS

This paper presents a simple but robust approach to discrim-
inate speech and music. The method exploits only one fea-
ture in the analysis stage, called Warped LPC-based Spectral
Centroid (WLPC-SC), and a Gaussian Mixture Model im-
proved by a fuzzy rules-based expert system in the classifi-
cation stage. The new feature is an important contribution
of the paper. Its simplicity and robustness make its applica-
tion scope very wide, especially for applications where low
computational cost is strongly demanded. Its performance is
assessed by different experimental tests, which compare the
proposed feature to other features commonly used in audio
classification tasks, and also try to assess the improvement
due to the warping transformation. We achieve an improve-
ment in the discrimination capability higher than 10% with
regard to the case of not using the warping transformation.
The classification stage consists of a three-component GMM
classifier and a fuzzy rules-based expert system, which takes
the final decision from the probabilities of the GMM classi-
fier and the fuzzy system knowledge base. The fuzzy sys-
tem achieves an improvement about 6% regarding the case
of using only the GMM classifier. Experiment results also
demonstrate the robustness of the system. The classification
accuracy percentage is higher than 95% for a wide range of
audio samples. At the same time, its simplicity brings obvi-
ous advantages in constructing low cost systems.
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