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ABSTRACT some improvements to H.264/AVC decoder [7] concealment
Low-rate video is widely used especially in mobile commu-&'€ proposed and tested; a scene change detector, based on

nications. H.264/AVC (advanced video coding) is well stiite 1€ generic H.264/AVC temporal activity detection is used
for the real-time error resilient transport over packe¢pred L0 decide which method to call. Some more refinements to

networks. In real-time communications, lost packets at thé!-264/AVC spatial and temporal error concealments were
receiver cannot be avoided. Therefore, it is essential to d@"OPosed in [8]. The intention of this paper is to present
sign efficient error concealment methods which allow to vi-2 fully automatic low-complexity mechanism to choose the
sually reduce the degradation caused by the missing infofnoOst appropriate error concealment method for a given-situa

mation. Each method has its own quality of reconstructiont!on- We implemented several improved spatial and temporal
We implemented various efficient error concealment tech€/Tor concealment methods into the H.264/AVC [7] decoder

niques and investigated their performance in different sce2Nd tested their performance for realistic streaming condi
narios. As a result, we propose and evaluate an adaptive dfons. The results clearly demonstrate how important iois t
ror concealment mechanism that accomplishes both - godg100Se the appropriate method according to the above men-
performance and low complexity enabling the deploymenfioned conditions. .

for mobile video streaming applications. This mechanism 'N€ paper is structured as follows: Sections 2 and 3

selects suitable error concealment method according to tH¥€Sent spatial and temporal error concealment methods we
amount of instantaneous spatial and temporal information dTPlemented. Section 4 introduces the adaptive mechanism
the video sequence. of the selection process. In Section 5 the implementation of

the adaptive mechanism in H.264/AVC is discussed, experi-

1. INTRODUCTION mental results are shown and evaluated. Section 6 contains
' conclusions and some final remarks.

For transmission of video over packet networks (both fixed

and mobile), usually low resolutions of 126144 pixel 2. SPATIAL ERROR CONCEALMENT

(QCIF) and 35X 288 pixel (CIF) are used. In such small res- . .

olutions each pixel represents essential part of a picfle. 2.1 Weighted Averaging

avoid the effect of rather high overhead used by RTP/UDP/IR he simplest and often used method is weighted averaging.

protocols, the encapsulated video part is usually largesTh Each pixelp(i, j) of a missing macroblock is interpolated as

the packet loss that is inevitable in real-time communicaa linear combination of the nearest pixels in the boundaries

tions, leads to a considerable perceptual visual qualiyade _ drpL+0Lpr+dspr + drps W

dation. Error concealment methods aim to visually reduce p(i,j)
such degradation. The larger the degraded area, the mere dif di+dr+dr +ds

ficult it is to conceal an error. To facilitate this, H.264/8V whered,,dr,dr,ds are the distances between the interpo-
[1] also offers several new error resilience features. Cne dated pixel and the nearest pixpl = p(i,0) in left, pr =
them is the choice of the slicing type, which determines thep(i,N + 1) in right, pr = p(0, j) in top andpg = p(N+1, j)
size and the shape of the missing area after the erroneoirsbottom boundary respectively as shown in Figure 1 left;
reception; another example is the usage of redundant sliceN is the size of the macroblock. This method only performs
However, H.264/AVC also brought some new challenges tavell if the missing block is smooth, otherwise it produces
the error concealment, most important of which is the spavisible artifacts.

tial error propagation caused by the intra-frame predictio

of its | frames. Many error concealment methods has beeR®2 Directional Interpolation

studied so far [2]. In this work, we focus on methods thatr, smooth along the edges we implemented a directional in-
can be applied to video streaming over mobile networkSierygiation based method presented in [9]. First, we detect

Thus, we also have to consider the power and compleXityhe eqges using a horizontal and vertical Sobel mask:
limitation of a mobile terminal as well as a processing de-

lay constraint. Simple temporal error concealment sugtabl [ -1 0 1] [ 1 2 1] 2
) Sy: 2

for | frames if there was no scene change has been propose®$x=| —2 0 2 0 0 O
in [3]. In [4] a frame interpolation method based on mo- -1 0 1 1 -2 -1
tion vector estimation for H.263 video streaming is progbse The masks are applied on the luminance vajygof each

Combination of methods, depending on the type of framgyiye| at the missing area boundaries as follows:
and movement is introduced in [5], using simple motion es-

timation method for the intra frame reconstruction. In [6] Gx(i, ) = vedSy) Tved F (i, j)), (3)
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Figure 1: Spatial interpolation: weighted averaging {left
directional interpolation showed for the whole block (tigh

Gy(i, }) = veqSy) vedF(i, j)), 4)
F(i, j) being the relevant part of a boundary:
. Yi-1j-1 Yi-1j Yi-1j+1
Fi,))=1| Yij-1 Yij Yijn (5)
Yitrj-1 VYi+1j VYi+1j+1

Magnitude of the gradieriG(i, j)| and its directionfq(i, j)

i2:min[i+i~ald;N—|—1}, (14)
jo=min[j+j-as;N+1], (15)
do =/~ 02+ (- j0)2. (16)
do= /(i +i2)2+ (] + j2)?. (17)

The coordinates are rounded to integer values. To support
more than one edge per macroblock, segmentation to areas
belonging to all important entering edges is performed ac-
cording to [9]. Subsequently, for each segment directional
smoothing is performed. Segment based smoothing makes
this method benefiting over the one used in [8], where the
H.264/AVC generic spatial prediction type informationrfro

the neighbouring macroblocks is used to conceal the missing
one, not supporting more than one edge.

3. TEMPORAL ERROR CONCEALMENT

If the residuals are lost but the motion vectors (MV) cor-
rectly received, the simplest is to decode the missing block
by setting the missing residuals to zero. If the whole mac-

can then be calculated for each pixel at the missing blockoblock information got lost, the simplest so-called "cepy

boundary as follows:

GG, )

Bg(i, j) = arctan(gxgi’ j;)

Please, note that the slopé, j) of the edge, perpendicular
to the gradient directiofly, can be expressed as follows:

Gy(hl)
Gx(i, 1)

The dominant gradient direction within certain afeean be

GL(i, 1) + G§(i, 1), (6)

()

a(laj) = :COt[eg(H)]- (8)

subsequently determined as a sum of all pixel gradienés in

weighted by their magnitude:
ZVi,jeAeg(i7 J)‘G(Ia J)|
SvijealG(i )]

We further prolong the detected edge with directigim(with
corresponding edge slojag = cot|[6yy] and interpolate the

6gd = (9)

block or its part in that direction by means of weighted aver-

aging (Figure 1, right):

.. 1
p(i,j) = m[d2p1+d1p2]7 (10)

paste” method can be used. The missing block is replaced by
spatially corresponding block from the previous frame.sThi
only performs well for low-motion sequences. Better per-
formance is provided by motion compensated interpolation
methods described in the following.

3.1 Motion vector interpolation

If the motion vectoranvp : D € {T,B,L,R} of the top, bot-
tom, left and right neighbouring macroblock are known, then
the motion vectommv of a missing block may be easily ap-
proximated by an average of those:

1

mv = o gva. (18)

The missing block will be replaced by the block in the previ-
ous frame having the position indicatedimyw. Performance

of this method is limited for lower resolutions as each mac-
roblock can also contain parts of different objects movimg i
different directions. However, H.264/AVC supports mukip
block sizes for motion compensation which can be used to
refine the motion estimation [8]. We implement a refined mo-
tion vector interpolation: The missing macroblock (266)

is first segmented in smaller blocks X8, 4x 4 or 2x 2).

For each such block its MV is estimated as a weighted aver-
aging of the motion vectors belonging to the nearest neigh-
bouring blocks. If no ABT was used, the motion vectors on

the boundanp will be the same for all the blocks. Lmv(D)

wherep; andp; are the points at the boundaries from which be the motion vector of thieth block in the boundarp. The
the missing pixel is interpolated. They can be obtained as agstimated motion vectanv")) of the block being on the po-

intersection of the block boundaries with a line of slage
Symbolsd; andd, denote the distance @i, j) from p; and
p2 respectively:

p1 = P(i1, j1), P2 = p(iz, j2), (11)

il:max{i—rat;o}, (12)

ju=max[j—j-a4;0], (13)

sition (i, j) within the missing macroblock can be written as
follows:

dRmv(Lj) +dp mv(Rj) +dr mvg> + dBmv$)

= i) _
mv
d +dr+dr+ds

(19)

This method is directly applicable only for P and B frames.
For | frames the motion vectors have to be estimated as de-
scribed in the Sections 3.2 and 3.3.



3.2 Boundary matching better and simpler basis for error concealment than spatial

Let B be the area corresponding to a one pixel wide bound(-jomain interpolation. In Figure 2 sc;reenshots (.)f a part of an
ary of a missing block in the-th frameF,,. Motion vectors | frame concealed by all of the previously described methods

of the missing block as well as those of its neighbours ar&§a" Pe seen. Spatial domain interpolation shows the worst

unknown (occurs mostly for | frames, but also in specific
cases for P frames with some inserted | macroblocks). W
are looking for the coordinatgg, y] of the best match t@
within the search areA in the previous framé&",_;:

X,y] = arg min Fooa(x+i,y+j)—B(i,j)]. (20
[%,9] gXNEAi,JeB' n-1(x+i,y+j) —B(i,j).  (20)

The sum of absolute differences (SAD) was chosen as a sin.+
ilarity metric for its low computational complexity. Thezsi
of B depends on the number of correctly received neighbou
M, boundaries of which are used for matching. The akea
is an important design parameter and should be chosen wi
respect to the amount of motion in the sequence. In our i
plementationA was a squared area ok9 pixels, with its
center having the same position witliy_; asB within F,.
The macroblock sized area starting at the positigf][in

Fn_1 is taken to conceal the damaged macroblockin ) )
Figure 2: Screenshots of a part of an | frame in the

3.3 Block matching "panorama” sequence (left to right): compressed original
Better results can be obtained by searching the best match f Yé%i{\leﬁz a?/zfa?g?r? g)] (irgrsﬁsttl(gggggsﬁ gt?odr%?%%
the correctly received macroblockdBp : D € {T,B,L, R}, terpolation (Y-PSNR: 16.57dB), "copy-paste” (Y-PSNR
neighbouring the missing one on top, bottom, left or r'ght22.76dB), boundary matching (Y-PSNR26.27dB), 8x 8

side respectively: block matching (Y-PSNR 30.27dB), 2x 2 block matching
&Yo=arg min S [Fos(x+iy+])-MBo(i,j), (FPSNR=3074dB).
WYEAD jeMBy performance. The directional interpolation method should

. (21)  not be used if only two neighbours are available [9]. The
Ap representing the search area for the best matdiBb,  ¢jrcles in the Figure 2 mark the position of the first missing

with its center spatially corresponding to the start of thesm  acroplock being replaced by weighted averaging and di-
ing macroblock. The final position of the best match is giveryectional interpolation. In this case directional intelgtion

by 1 1 nicely prolongs the edges, however not completely correct
£=—S%; ¥==75 ¥b. (22)  as the information from the bottom and right macroblocks

M g M g is missing. Spatial error propagation even worsens the sit-

The macroblock sized area starting at the positiog][in ~ U@tion in later macroblocks. The "panorama” sequence had
a frame rate decimated by four, resulting in higher motion.

Fn_1 is taken to conceal the damaged macroblockjin To " a hod d : I
reduce the necessary number of operations, only parts of tj@e copy-paste” method does not perform well. It causes

neighbouring macroblocks can be used for the MV searcH €€Zing of the concealed picture parts resulting in overal
We chose the size of 108 andAp two times as large as Jerkiness of the video. Better perceptual results we obtain
the searched block. We achieve better results by searchiftgind Poundary matching, but having a closer look, there are
the motion vectors for such blocks that are smaller than thgtill Some small artifacts left. The block matching alglonit
whole macroblock. For the search of MVs belonging to acads (o the best results. Perceptually 8 block matching
subblock, blocks of the size smaller or greater than the sutR€rforms already sufficiently.

bblock itself may be used. The MVs of blocks belonging -

to the missing macroblock can be interpolated using the eét2 Decisiontree

timated MVs obtained for the subblocks of the neighboursThe efficiency of a particular error concealment method de-

using Equation (19). pends strongly on the instantaneous spatial and tempaearal fe
tures of the concealed video sequence frame, in particular:
4. ADAPTIVE CONCEALMENT MECHANISM e presence of a scene cut,

Al introduced methods we implemented into the Joint ® amountand type of movement,

Model [7] and tested using various QCIF video sequences,» amount of spatial information,

each 400 frames long. We set a fixed number of 500 bytese error size, shape and position,

per slice, | frame each 2 seconds, QP = 28, one referenca type of the frame and the information available.

frame, no B frames, no rate distortion optimization. For the decision we chose the presence of a scene cut or a
Lo fast change to decide between the temporal and spatial meth-
4.1 Performance of individual methods ods; number of neighbours and spatial character to decide be
At low resolutions, a single MB contains a lot of information tween directional interpolation and weighted averagipget
Therefore, temporal interpolation provides in most cases af the frame to decide between the MV estimation method.



Following is the pseudo-code describing the process of theg Sequence  Y-PSNR | Content
error concealment method selection: name | err.-free [dB]| description
i f scene-change foreman 35.24 dynamic talking head
i f clear-edges AND enough- nei ghbours akiyo 38.38 static talking head
met hod = directional-interpolation mobile 32.98 zoom,pan,spatial details
el se panoramal 35.14 village houses pan
met hod = wei ght ed-averagi ng soccer 34.14 soccer game (wide-angle)
el se squash 37.56 static cam, squash game
if I-frame videoclip 35.95 diverse scenes
met hod = bl ock- mat chi ng
el se

if MV-correct

nmet hod = decode-wi t hout -resi dual s
el se

nmet hod = MV-interpol ation

Table 1: Description of the test sequences.

compressed and decoded without any errors. In Table 2 and

3 the Y-PSNR of the proposed method against the reference
In [8] it is proposed to detect the scene changes using theethod is shown for the original and reduced frame rate (FR)
number of inserted | macroblocks. However, an H.264/AvCrespectively. Frame rate reduction leads to increase of the

encoder can be set not to insert | macroblocks at all or

to limit their number [7]. To make the method indepen-| Sequence Size of I/P | Ref. method | Prop. method
dent of the encoder settings we use a dynamic threshold name | slice [MB] | Y-PSNR [dB] | Y-PSNR [dB]
technique according to [10]. In this method SAD is cal-[ foreman 13/60 26.63 32.55
culated for each frame: SAB) = ¥, M [Fa(i,j) — akiyo 17799 3151 37.46
Fn_1(i,j)|, excluding the missing parts. The instantaneous mobile 5/20 22.89 29.90
value of threshold is calculated as a linear combination of panorama]  11/53 25.69 32.68
the instantaneous SAD value, mean and variance of SAD soccer 14/43 27.18 31.42
calculated over the last 20 frames. This avoids detect- squash 21/79 31.82 35.34
ing the scenes with higher amount of movement as scenevideoclip 11/38 25.25 29.17

cuts or fast scene changescéne- change). The SAD

calculation for P frames reduces to adding up the residufable 2: Results for various test sequences (PSNR averaged
als. The edgesc( ear - edges) we detect as described over 15 realizations of packet losg)= 7%, FR= 30 fps.

in Section 2.2. For directional interpolation we require

at least three correctly received neighbouring macrotslockl Sequencel Size of I/P | Ref. method | Prop. method
(enough- nei ghbour's). If one of the neighbouring name | slice [MB] | Y-PSNR [dB] | Y-PSNR [dB]
blocks to the missing one in an P frame is an | macroblock, foreman 13/38 26.09 30.40
we also use MV interpolation error concealment. However], akiyo 17/99 31.79 36.48
MV of the | macroblock we estimate before using the blockl mobile 5/15 21.06 26.85
matching principle as described in Section 3.3. panorama]  11/40 22.36 30.14
soccer 14/29 26.68 30.47
5. EXPERIMENTAL RESULTS squash 21/50 30.21 34.56
To evaluate the quality of reconstruction of a frafeve videoclip | 11/15 24.21 27.52

use the peak to signal-to-noise ratio of its YUV color spac
luminance component (Y-PSNR):

2

eI'able 3: Results for various test sequences (PSNR averaged
over 15 realizations of packet los§)—= 7%, FR decimated

by four.

(23)

temporal activity and may result in using of different error
concealment mechanisms. For these experiments we consid-
ered packet loss at IP layer with probabiljy= 7% result-

ing in the loss of the whole slice (no data partitioning). The
average Y-PSNR is calculated over all sequence frames and
averaged over 15 different packet loss realizations. Te giv
whereN x M is the size of the frame anH, is luminance hint about the impact of an error, we also present the average
in the original frame (uncompressed and not degradedyize of an | and P slice in macroblocks. The biggest im-
As a reference method we used the simple combination girovement we obtain for the "panorama” sequence, contain-
weighted averaging for | frames and "copy-paste” for P andng linear movement only. The improvement is even higher
B frames (present in the JM) as it is widely used. Howeverfor the reduced frame rate, as the movement remains still
the provided results (Y-PSNR) can be easily compared to anjnear and MV estimation can be performed appropriately.
other of known methods, the most relevant of which seem¥he improvement for other sequences is lower with reduced
to be [8]. In Table 1 the description of the sequences useftame rate, because if there is a non-linear movement, the
for experiments can be seen. The error-free Y-PSNR is th®lV estimation is not sufficient to conceal if we do not know
Y-PSNR averaged over all frames of the particular sequendhe residuals. The smaller the frame rate, the bigger ttie shi

Y-MSE being mean square error for luminance defined as

1 XM o
Y-MSE:mi;gl[F(l,J)—Fo(l,J)] ;o (24)



of the moving object from frame to frame. The "squash” se-ample to about 2% improvement of [8] achieved using simi-
quence shows good performance already for the referendar assumptions. All individual methods only use simple op-
method as only the players are shifted, the background ierations that are performed also in an encoder and decoder
static. The size of players was small compared to the size ¢best match search, SAD, edge detection) and thus the com-
the frame (approximately 10% of the frame width and 40%plexity remains acceptable for streaming applications.

of the frame height), but not as small as in the "soccer” se-
quence, so still the proposed method was able to compensate

the movement. Figure 3 shows Y-PSNR over the first Zan this research we proposed an error concealment scheme
frames of the "videoclip” sequence for the proposed and ref: prop

erence method. The sequence contains several scene chan %@ptmg tottthe u_:_?]tantaneouz seciﬁegqebchargcterlsdnbs' an
(5 being cuts and 4 being transitions) leading to the useeof th ¢ ETOr PAltern. he proposed method 1S based on a decision
ee that takes into account scene change presence, type of

spatial error concealment in our method. The |mproveme|}t{]e frame and error pattern. Unless there is no scene change,
we use methods based on temporal interpolation as they per-
form considerably better than spatial interpolation, esiky

for low resolutions. We tested our method against the method
used in today’s codecs (recommended for H.264/AVC). Per-
formance of temporal error concealment is limited for fast
moving videos. To investigate the impact of the speed of
movement, we tested our method on seven different video se-
quences with original frame rate of 30 fps as well as for the
frame rate decimated by four. The results show Y-PSNR im-
provement (compared to the typical simple methods) ranging
from 3.5dB up to 7dB depending on the sequence, frame rate

6. CONCLUSIONS
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and packet loss probability. The error concealment algrit
also takes into account the perceptual video quality, pvese
ing the smooth transitions between the blocks and prolangin
of edges whenever possible.
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