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ABSTRACT
A new NDT method to detect ultrasonic flaw echoes close to
the surface in strongly scattering materials is proposed. The
method is based on High Resolution Pursuit (HRP), which is
a version of Matching Pursuit (MP) that emphasizes local fit
over global fit. Since HRP produces representations which
resolve closely spaced features, it is a very valuable signal
processing tool for achieving the goal claimed in this work.
Furthermore, HRP has the same order of complexity of MP.
The good performance of the method is experimentally ver-
ified using ultrasonic traces acquired from a Carbon Fibre
Reinforced Plastic (CFRP) material.

1. INTRODUCTION

Flaw detection by ultrasonic Non-Destructive Evaluation or
Testing (NDE or NDT) has been proven to be an effec-
tive means to assure the quality of materials. In the anal-
ysis of back-scattered ultrasonic signals, the microstructure
of the tested materials can be considered as an unresolved
and randomly distributed set of reflection centres. The back-
scattered ultrasonic signal is the result of convoluting the
transmitted acoustic pulse with these reflection centres. This
noise-like signal of structural origin (ultrasonic grain noise)
is time-invariant and, unfortunately, presents in some cases
a frequency band very similar to that of the echoes issu-
ing from the flaws to be detected. Furthermore, this situa-
tion become worse when flaw echoes are close to the ma-
terial surface, because ultrasonic grain noise is higher than
flaw echoes in the part of the back-scattered ultrasonic signal
corresponding to the neighbourhood of the material surface.
Therefore, these flaw echoes cannot be cancelled by classical
time averaging or matched band-pass filtering techniques.

Many signal processing techniques have been utilized for
detecting flaw echoes in ultrasonic NDE of highly scattering
materials. The most popular one is the Split Spectrum Pro-
cessing (SSP) [1][2], because it makes possible real time ul-
trasonic test for industrial applications, providing quite good
results. Adaptive time-frequency analysis by Basis Pursuit
[3][4] is a quite recent technique for decomposing a sig-
nal into an optimal superposition of elements in an over-
complete waveform dictionary. This technique has been suc-
cessfully applied to denoising ultrasonic signals contami-
nated with grain noise in highly scattering materials [5], be-
ing the computational cost of the BP algorithm its main draw-
back.

In this paper, a new High Resolution Pursuit-based sig-
nal processing method is proposed for detecting flaws close
to the surface of strongly scattering materials, such as steel
and composites, in NDT applications. The proposed method
uses High Resolution Pursuit (HRP) [6], instead of Basis

Pursuit (BP), looking for reducing the complexity. HRP
is an enhanced version of the Matching Pursuit (MP) algo-
rithm [7], which overcomes the shortcomings of the tradi-
tional MP algorithm by emphasizing local fit over global
fit at each stage. In such sense, HRP provides high time-
resolution time-frequency representations and enables to re-
solve closely time-spaced features, as happens in ultrasonic
signals when detecting flaw echoes close to the material sur-
face is intended. Furthermore, the HRP algorithm has the
same order of complexity as MP, being fast enough to be real
time implemented [8].

Experimental results with a Carbon Fibre Reinforced
Plastic (CFRP) block have been carried out in order to as-
sess the good performance of the proposed approach. Flaw
echoes are detected even when they correspond to small de-
fects close to the surface.

2. MATCHING PURSUIT

Matching pursuit was introduced by Mallat and Zhang [7].
Let’s suppose an approximation of the backscattered ultra-
sonic signalx[n] as a linear expansion in terms of functions
(or atoms)gi [n] chosen from an overcomplete dictionary. Let
H be a Hilbert space. We define the overcomplete dictionary
as a familyD = {gi [n], i = 0,1, ...,L} of functions inH, such
as||gi [n]||=1.

The problem of choosing functionsgi [n] that best approx-
imate the analyzed signalx[n] is computationally very com-
plex. Matching pursuit is an iterative algorithm that offers
sub-optimal solutions for decomposing signals in terms of
expansion functions chosen from a dictionary, wherel2 norm
is used as the approximation metric because of its mathemat-
ical convenience.

At each step of the iterative procedure, the function in the
overcomplete dictionary which gives the highest correlation
with the analyzed signal is chosen. The contribution of this
function is then subtracted from the signal and the process is
repeated on the residual. At them-th iteration the residue is:

rm[n] = rm+1[n]+αi(m) ·gi(m)[n] m≥ 1 (1)

whereαi(m) is the weight associated to optimum atom

gi(m)[n] at them-th iteration andr1[n] is initialized tox[n].
The weightαm

i associated to each atomgi [n] ∈ D at the
m-th iteration provides the inner product between each atom
gi [n] and the residualrm[n], since Matching Pursuit defines
the correlation function as the inner product [9]:

αm
i = C(rm[n],gi [n]) = 〈rm[n],gi [n]〉 (2)
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Therefore, the optimum atomgi(m)[n] at them-th iteration
is given by (3):

gi(m)[n] = argmingi∈D ‖rm+1[n]‖2 = argmaxgi∈D |αm
i |

= argmaxgi∈D |〈rm[n],gi [n]〉|
(3)

The computation of correlations〈rm[n],gi [n]〉 for all vec-
tors gi [n] at each iteration implies a high computational ef-
fort, which can be substantially reduced using an updating
procedure derived from equation (1). The correlation updat-
ing procedure [7] is performed as follows:

〈rm+1[n],gi [n]〉= 〈rm[n],gi [n]〉−αi(m) · 〈gi(m)[n],gi [n]〉 (4)

Correlations〈gi(m)[n],gi [n]〉 can be pre-calculated and
stored, once over-complete setD has been determined.
Therefore, according to (4), only computing correlations
(〈x[n],gi [n]〉) at the first iteration is required.

3. HIGH RESOLUTION PURSUIT

Matching Pursuit is a greedy algorithm in that it optimizes
at each iteration the amount of the signal energy it grasps.
This often leads to a choice of features which globally fits
the signal, but is not well adapted to its local structures.
Aiming at avoiding this problem, Chen and Donoho intro-
duced the Basis Pursuit, which makes a full optimization
by minimizing ∑i∈D |αi | over all possible decompositions
x[n] = ∑i∈D αi ·gi [n]. However, this approach leads to large
scale linear-programming problems, being very expensive in
terms of calculation time.

High Resolution Pursuit is an enhanced version of
Matching Pursuit, which, on the basis of a different corre-
lation function, allows the pursuit to emphasize local fit over
global fit at each iteration, being able to achieve a similar
super-resolution to that exhibited by Basis Pursuit. HRP
is similar in structure to the MP algorithm. In fact, it has
the same computational complexity. The definitions below,
taken from [10], have been included to make the paper easier
to understand.

For each time-frequency atomgi [n] ∈ D, a set of sub-
atomic indexesIi is introduced. The setIi is associated to
high resolution atomsgλi

[n], λi ∈ Ii , with a time support in-

cluded in the support ofgi [n] and modulated at the same fre-
quency. If the atomgi(m)[n] is chosen by HRP at them-th
iteration, then:

rm+1[n] = rm[n]−C(rm[n],gi(m)[n]) ·gi(m)[n]
= rm[n]−αi(m) ·gi(m)[n] (5)

becomes the residue produced by the pursuit at them-th
iteration. For allλi ∈ Ii , 〈rm[n],gλi

[n]〉 represents the amount

of ”energy” ofrm[n] located on the time-frequency support of
gλi

[n]. This amount must be smaller than the signal ”energy”

〈x[n],gλi
[n]〉 at the same location:

|〈rm[n],gλi
[n]〉| ≤ |〈x[n],gλi

[n]〉| (6)

Moreover, the following relation must also be fulfilled:

|〈C(rm[n],gi [n]) ·gi [n],gλi
[n]〉| ≤ |〈rm[n],gλi

[n]〉| (7)

From equations (6) and (7), we derive the new correlation
functionC(rm[n],gi [n]) for the HRP algorithm, which maxi-
mizes the amount of signal energy that the pursuit can grasp
when choosing the atomgi [n] at them-th iteration:

αm
i = C(rm[n],gi [n]) = ε ·min

λi∈Ii

|〈rm[n],gλi
[n]〉|

|〈gi [n],gλi
[n]〉| (8)

whereε is evaluated as follows:
• If 〈rm[n],gλi

[n]〉 have the same sign for allλi ∈ Ii , thenε
is this common sign.

• Elseε = 0.
In MP, the inner product, used as a correlation function

between a time-frequency atomgi [n] and the analysed sig-
nalx[n], disregards whether the signal contains energy on the
whole time-frequency support of the chosen atom. On the
contrary, the new correlation function in (8) avoids creating
energy at time locations where there was none. It can thus
distinguish close time features, as shown in the results.

4. THE PROPOSED METHOD FOR FLAW
ECHOES DETECTION

According to the HRP algorithm, our method has to define
the dictionary elements and the way to detect the flaw echoes.
Since a real time implementation is claimed for usefulness,
the complexity of the proposed method must be reduced as
much as possible. Because HRP is an iterative algorithm, the
goal can be achieved if both the amount of operations at each
iteration and the number of iterations to detect a flaw echo
are reduced.

The overcomplete dictionaryD will be composed of
pulsed functionsg{i,k}[n] that mimic the echoes coming from
the flaws to be detected, which in turn depend on the im-
pulsive response of the transducer used in the experiments.
Figure 1 compares the Morlet pulse with a typical flaw sig-
nal.

Since the signal produced by the grain echoes is sparse in
time, due to the convolution of the ultrasonic pulse with the
reflection centers of the material, and flaw echoes have short
time support, HRP can efficiently extract flaw echoes in only
a few iterations by defining two types of functions:
• High time resolution functions, which fit well to the fea-

tures to be extracted from the ultrasonic signal.
• Low time resolution functions, which represent the noise

due to grain echoes.
According to the stated above, HRP requires functions

g{i,k}[n], i = 1, ...,L = N +M; k = 1,2 are defined, whereL
is the number of time shifts to take into account all possible
flaw echo positions,N the ultrasonic data length andM the
length of the pulsed functionsg{i,k}[n]. Therefore, the over-

complete dictionary size is2L. Functionsg{i,1}[n] mimic the

echoes coming from the flaws, while functionsg{i,2}[n] rep-
resent the signal coming from the grain echoes, having low
time resolution.
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Figure 1: Comparison: (a) Flaw signal, (b) Morlet pulse.

The functions required by our HRP-based method are de-
fined as time-shifted Morlet pulses, and can be expressed as:

g{i,k}[n] = S{i,k} ·e
−( n−i

Tk· fs
) ·cos(2π fm

fs
(n− i)+φm),

i = 1, ...L; k = 1,2;
n = i− M

2 +1, ..., i + M
2

(9)

whereTk, fm andφm are the Morlet pulse parameters. In
particular, fm is related to the frequency of the transducer
response.S{i,k} is a constant to achieve||g{i,k}[n]|| = 1 and
fs is the sampling frequency of the ultrasonic signal. Pa-
rameterTk resolves on the time support of functionsg{i,k}[n].
In such sense,T1 is adapted to the bandwidth of the trans-
ducer response, giving rise to functions well correlated to
flaw echoes. Nevertheless,T2 gives rise to long time support
functions, that fit well to the signal coming from the grain
echoes.

Figure 2 shows an example of functionsg{i,k}[n] for k =
1,2. Both functions are modulated at the same frequency,
but exhibit different time support due to parameterTk. Figure
2(a) shows the high time-resolution function, while the low
time-resolution function is shown in figure 2(b).

Once the functions required by our HRP-based method
for detecting flaws close to the material surface by ultrasonic
NDT have been defined, we focus on describing the method
as such. For high time resolution atomsg{i,1}[n], which fit
well to the flaw signal, the correlations between such atoms
and the residuerm[n] at them-th iteration are computed as in
the MP algorithm:

αm
{i,1} = C(rm[n],g{i,1}[n]) = 〈rm[n],g{i,1}[n]〉 (10)

From the HRP point of view, the previous expression
is derived by defining the set of subatomic indexesI{i,1} =
{i,1} corresponding to atomsg{i,1}[n] having high time res-

olution. However, for low time resolution atomsg{i,2}[n],
which fit well to the grain noise signal, the correlations are
computed according to expression (8), that is rewritten here
for that particular case:
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Figure 2: (a) High time-resolution function; (b) Low time-
resolution function, both modulated at the same frequency.

αm
{i,2} = C(rm[n],g{i,2}[n])

= ε ·min{λi ,1}∈I{i,2}

|〈rm[n],g{λi ,1}
[n]〉|

|〈g{i,2}[n],g{λi ,1}
[n]〉|

(11)

The definition of the set of subatomic indexes{λi ,1} ∈
I{i,2} has to be discussed. As first approximation, all atoms

g{i,1}[n] with non zero cross-correlation with atomg{i,2}[n]
could be included. However, this definition involves expres-
sion (11) is high time consuming, because there are2M−1
correlated atoms and a division is computed for each one. For
the sake of decreasing the complexity, the set of subatomic
indexesI{i,2} is reduced to the following one:

I{i,2} = {{i−2P,1},{i−P,1},{i,1},{i +P,1},{i +2P,1}}
(12)

whereP = b fs
fm
c approximates the discrete period of the

frequency fm. The setI{i,2} is now composed of5 compo-
nents, which have been selected from the local maximum
values of functiong{i,2}[n].

Figure 3 depicts an example of functiong{i,2}[n] and its
constituent components. As can be seen, the set of indexes
I{i,2} has been organized in the intention of extracting a func-

tion αm
{i,2} ·g{i,2}[n] without modifying a possible flaw echo

in the ultrasonic signal.
We have designed our HRP-based method in order to de-

tect a flaw echo when an atomg{i,1}[n] is selected. When

an atomg{i,2}[n] is chosen by the HRP algorithm, it is elim-
inated from the signal because we have supposed this atom
represents grain noise. The HRP algorithm is halted when
the detected flaw is below a threshold, which is chosen in
terms of the minimum flaw echo to detect. The experimental
results assess that this simple method is suitable for achiev-
ing a meaningful reduction of the grain noise.
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Figure 3: Obtainingg{i,2}[n] from its constituent compo-
nents.

5. EXPERIMENTAL RESULTS

A Carbon Fibre Reinforced parallelepiped Plastic (CFRP)
block of 50 mm thickness was machined on one of its plain
surfaces to perform one Flat-Bottom Hole (FBH) at a high
enough depth so as to consider the FBH a surface flaw. Ex-
perimental ultrasonic signals were recorded scanning with a
contact transducer the FBH drilled close to the material sur-
face in order to obtain a flaw echo, which initially appears,
then grows, decreases and finally disappears.

A circular ultrasonic transducer for longitudinal waves,
6.35 mm in diameter, 5 MHz of nominal frequency and
50% bandwidth was used to obtain experimental echo traces.
The probe was placed in contact and driven in pulse-echo
operation with a Panametrics Ultrasonic Analyser 5052UA.
The selected pulser/receiver parameters were: damping re-
sistance=200Ω , energy position= 2 (810 pF for the HV dis-
charge capacitor), receiver gain = 26 dB, cut-off frequency
of the receiver high-pass filter = 300kHz. The ultrasonic
traces were acquired with a sampling frequency of 100 MHz
by means of a digital oscilloscope (Tektronix TDS 744) of
2 GS/s and data length of 4000 samples, which were trans-
ferred via GPIB to a computer for further processing. The
experimental setup is shown in figure 4.

Figure 4: Figure presenting the experimental setup.

Figure 5 shows the performance of the proposed method
for two experimental signals. The first signal correspond to
a signal with a flaw echo close to the surface and the second
signal has not a flaw echo. At each iteration the atom se-

lected by the HRP algorithm is presented. As can be seen in
figure 5, the flaw echo is chosen at the fourth iteration for the
example.
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Figure 5: Example of performance for the proposed method,
(a) experimental signal with flaw echo and (b) experimental
signal without flaw echo.

Experimental signals were recorded scanning with the
contact transducer the composite block over the plane op-
posite to the one where the FBH was drilled, in order to ob-
tain input signals with and without hole indications. Figure 6
shows four original ultrasonic signals together with the cor-
responding processed ones, which correspond to a) initially
appearing flaw echo, b) slightly growing flaw echo, c) de-
creasing flaw echo and d) no flaw. Pre and post-processed
signals are displayed in the same figure. Figure 6 exhibits
the good performance of the proposed method for detecting
flaws close to the material surface.
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Figure 6: Processed results using experimental signals.

6. CONCLUSIONS

A novel HRP-based method has been presented to detect
flaws close to the material surface in ultrasonic NDT of
highly scattering materials. Based on the use of a new corre-
lation function, the method allows the pursuit to emphasize
local fit over global fit at each iteration, being able to achieve
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a similar super-resolution to that exhibited by BP. Further-
more, taking into account that HRP and MP exhibit similar
structure, the proposed method has the same order of com-
plexity as MP. In addition, the number of iterations needed to
attain the detection of small surface flaws is low (5.75 on av-
erage in our experiments), which permits its use in practical
real-time ultrasonic NDT systems for industrial applications.

The method is very efficient eliminating grain noise and
increasing the visibility of ultrasonic flaw signals. Experi-
mental results make evidence the good performance of the
proposed approach, because flaw echoes are detected even
when they correspond to small defects close to the surface.
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