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ABSTRACT

To combat the detrimental effect of the frequency-selective
fading channel and the intersymbol interference in quasi-
orthogonal space-time block codes (QO-STBCs), two feed-
back algorithms combined with multicarrier modulation
scheme are proposed. One of the algorithms rotates the
phase of the transmitted signal from certain antennas in a pre-
scribed way. The other algorithm is based on selecting cer-
tain antennas and switching-off the others according a chan-
nel quality measure. A highly practical setup with only two
bits of feedback can achieve considerable performance gain
over the open-loop QO-STBC.

1. INTRODUCTION

Space-Time Block Codes (STBCs) are simple, yet effective
tools to obtain transmit diversity in a MIMO communication
channel. However, as shown by Tarokh, et al [1], STBCs
which attain full code rate and full diversity do not exist for
more than two transmit antennas for complex valued con-
stellations. Orthogonal-STBCs (O-STBCs), [1], [2] and [3],
designed for more than two antennas can achieve full diver-
sity order but they have a code rate less than unity. Similarly,
quasi-orthogonal STBCs (QO-STBCs), [4] and [5], for four
transmit antennas were proposed to achieve full code rate,
but they suffer from a loss in the diversity order due to cou-
pling between the symbols in a codeword.

In the literature, several closed-loop methods are proposed
to eliminate this coupling. In [6], [7], [8] and [9], the phase
of the signals transmitted from certain transmit antennas are
rotated in a prescribed way so that the coupling is made zero.
Another method to avoid the coupling is to switch-off certain
antennas and load the others, [6] and [7].

These algorithms are designed for frequency-flat fading
channels. However, many practical communication chan-
nels experience frequency-selective fading. In [6], a code
division multiple access (CDMA) based architecture is pro-
posed to challenge this type of fading. Multicarrier modula-
tion (MCM) is another method to mitigate multipath chan-
nels. By the aid of the FFT-IFFT operators, and after adding
a cyclic prefix to the data packet, the channel can be approxi-
mated with narrower orthogonal frequency bins, each fading
flat.

In this paper, an MCM based closed-loop method is pro-
posed to achieve full transmit diversity with QO-STBCs us-
ing the above mentioned algorithms. It will be demonstrated
that only two bits for feedback per frequency bin is adequate
for a substantial gain in performance, making the algorithms
highly suitable for practical applications.
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Figure 1: The structure of the transmitter preprocess-
ing method for the orthogonalization of QO-STBC in a
frequency-flat fading channel scenario with four transmit and
nR receive antennas.

The paper is organized as follows. In Section 2, an in-
troduction of the QO-STBCs is provided together with the
investigation of the intersymbol interference in QO-STBC.
Also the transmit preprocessing algorithms for orthogonal-
ization are derived. Section 3 extends these methods to mul-
tipath fading channels with the aid of MCM. Simulations and
their results are depicted in Section 4, followed by conclu-
sions in Section 5.

Some of the notation used throughout the paper is as fol-
lows. A scalar, a vector and a matrix will respectively be
denoted by a lower-case italic, a lower-case boldface and an
upper-case boldface letter. The entry on the i-th row and j-th
column of a matrix is represented by [X]i, j,. Re{·} repre-
sents the real operator, (·)∗ denotes the complex conjugate of
the operand, (·)T and (·)H are respectively used for matrix
transpose and Hermitian transpose.

2. ORTHOGONALIZATION OF QO-STBC

In this paper we will focus on QO-STBCs for four transmit
antennas. A QO-STBC for three transmit antennas can be
designed by simply deleting a column of the codematrix.
Throughout this section the channel is assumed to be flat-
fading, the frequency selective fading channel will be inves-
tigated in the next section.

There exist several QO-STBC codematrices, [4] and [5],
but all of them can be shown to have identical properties. We
will examine the following codematrix due to its structural
similarity to the well known Alamouti’s code [3]

CQO =




s1 s2 s3 s4
−s∗2 s∗1 −s∗4 s∗3−s∗3 −s∗4 s∗1 s∗2
s4 −s3 −s2 s1


 . (1)
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Figure 2: The structure of the transmitter processing scheme in an MCM environment. The diagonal matrices Θi are used to
orthogonalize the QO-STBC.

where si, i = 1, ...,4, are the data symbols to be transmitted
over a code period, i.e. four time slots. The complex valued
element [CQO]l,i corresponds to the symbol transmitted from
the i-th transmit antennas at the l-th time slot.

Consider a MIMO communication channel scenario with
four transmit antennas and nR receive antennas as given in
Figure 1.

All antennas are supposed to be positioned far apart so that
they experience independent fading. The subchannel from
the i-th transmit antenna to the j-th receive antenna is mod-
elled with a zero-mean circularly symmetric complex valued
Gaussian random variable, hi, j. The channel coefficients are
also assumed to be static over a code period. Prior to trans-
mission, the signals from each antenna are multiplied by a
certain variable, q i, i = 1, ...,4, which will be clear shortly.
The received signal at the j-th receive antenna can be ex-
pressed as

r′j,l = å 4
i=1[CQO]l,iq ihi, j +n′j,l

where the noise samples n j,l are mutually independent zero-
mean circularly symmetric white Gaussian random variables
with variance s 2

n . Stacking the signal received from the j-th
receive antenna over a code period into a vector and con-
jugating the second and third rows results in the following
matrix expression


r′j,1
r′∗j,2
r′∗j,3
r′j,4


=




q 1h1, j q 2h2, j q 3h3, j q 4h4, j
q ∗2 h∗2, j −q ∗1 h∗1, j q ∗4 h∗4, j −q ∗3 h∗3, j
q ∗3 h∗3, j q ∗4 h∗4, j −q ∗1 h∗1, j −q ∗2 h∗2, j
q 4h4, j −q 3h3, j −q 2h2, j q 1h1, j
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r j = H js+n j. (2)

Then the vector for each receive antenna is stacked into a
single vector yielding

r = Hs+n

where r =
[

rT
1 rT

2 · · · rT
nR

]T
, H =[

HT
1 HT

2 · · · HT
nR

]T
and n =

[
nT

1 nT
2 · · · nT

nR

]T
.

The matched filtering operation is performed by multiplying
the received signal vector r by the matrix HH [5], hence

rm f = HHr = HHHs+HHn.

If we investigate the matrix HHH in detail, we observe that

HHH =




g 0 0 a
0 g −a 0
0 −a g 0
a 0 0 g




where g = å nR
j=1å 4

i=1

∣∣hi, j
∣∣2 |q i|2 and a =

2å nR
j=1 Re{h1, jh∗4, jq 1q ∗4 − h2, jh∗3, jq 2q ∗3 }. Ideally a should

be equal to 0 as in an O-STBC, so that there is no coupling
between the data symbols estimated directly from the output
of the matched filter. However, for QO-STBC a 6= 0,
yielding coupling in estimation and also a colored noise
with autocorrelation matrix s 2

n HHH. This causes loss
in diversity order and the complexity of the maximum
likelihood (ML) receiver is no longer linear in the number of
transmit antennas in contrast to O-STBCs.

As given in [4], the optimum receiver for open-loop QO-
STBC in the ML sense is

M1,4 = å nR

j=1

(
å 4

i=1

∣∣hi, j
∣∣2 (|ŝ1|2 + |ŝ4|2)

−2Re{hH
1, jr j ŝ

∗
1 +hH

4, jr j ŝ
∗
4−hH

1, jh4, j ŝ
∗
1ŝ4}

)
, (3)

M2,3 = å nR

j=1

(
å 4

i=1

∣∣hi, j
∣∣2 (|ŝ2|2 + |ŝ3|2)

−2Re{hH
2, jr j ŝ

∗
2 +hH

3, jr j ŝ
∗
3−hH

2, jh3, j ŝ
∗
2ŝ3}

)
(4)

where ŝi are the estimates chosen from the modulation con-
stellation so as to minimize the metrics M14 and M23. The
vector hi, j is the i-th column of the matrix H j. Note the cou-
pling between the elements of the pairs (s1, s4) and (s2, s3). If
the code was O-STBC, this coupling would not exist, and the
metrics would only depend on the corresponding si resulting
in a simpler receiver structure.

2.1 Signal Phase Rotation

One of the methods to orthogonalize the QO-STBC is to ro-
tate the phase of the signals transmitted from certain anten-
nas. Let q 1 = q 2 = 1, and q 3 = q 4 = e jy , i.e. the phase of
the signals transmitted from the third and fourth antennas are
rotated with the same phasor while the other two are kept
unchanged. The coupling term a can be written as

a = 2Re{å nR
j=1[h1, jh

∗
4, j−h2, jh

∗
3, j]e

− jy }.
Realizing Re{·}= 0 for a purely imaginary operand, in order
to orthogonalize the QO-STBC it suffices to set the phase
value y to

y = mp +(]r − p
2

), ∀m

where r = å nR
j=1[h1, jh∗4, j−h2, jh∗3, j] and ]· is the angle oper-

ator. Note that the effective range of y can be limited to the
range [−pi/2, pi/2], without loss of generality.

Clearly, this method requires the feedback of the actual
phase value y ∈ [−pi/2, pi/2] which needs a high preci-
sion if, for example, a floating or fixed point feedback is
employed. In a practical application this may not be pos-
sible due to the very limited feedback bandwidth. Instead,
the phase information can be quantized into 2K levels i.e.
ˆy ∈ Y = {±((2k−1)p )/2K+1, k = 1, ...,2K−1} according to



IFFT

1

N

h1, j [n]

+

nj'[n]
cyclic
prefix

&
S/P

cyclic
prefix

&
P/S

1

N

FFT

1

N

1

N

l 1,j,1

+

nj,1
l 1,j,N

+

nj,N

1

N
1

N

IFFT

1

N

cyclic
prefix

&
P/S

1

N

+

Tx Ant 1

Tx Ant 4

l 4,j,1

l 4,j,N

1

N

+

+

h1, j [n]
Rx Ant j

Figure 3: (left) Detail of the ’MCM Channel’ block shown in Figure 2 for the j-th receive antenna. (right) The equivalent
diagonalized MCM channel. Each subchannel experiences independent frequency-flat fading.

ˆy = arg min
ˆy ∈Y

Re{r e− j ˆy },

then these levels are fed back to the transmitter over K-bits.

2.2 Antenna Selection

Another method for orthogonalization is to select two out of
four antennas according to the following rule related to the
quality of the subchannels. If å nR

j=1

∣∣h1, j
∣∣2

> å nR
j=1

∣∣h4, j
∣∣2

then

set q 1 =
√

2 and q 4 = 0, otherwise set q 1 = 0 and q 4 =
√

2.
Similarly, if å nR

j=1

∣∣h2, j
∣∣2

> å nR
j=1

∣∣h3, j
∣∣2

then set q 2 =
√

2 and

q 3 = 0, otherwise set q 2 = 0 and q 3 =
√

2. If these values for
q i are substituted into a it can be seen that the coupling term
is equal to zero. Hence the interference is eliminated with a
two bit feedback.

3. ORTHOGONALIZATION IN MULTIPATH
CHANNELS

The orthogonalization methods given in the previous sec-
tion work in frequency-flat fading channels. However,
most of the practical communication channels experience
frequency-selective fading. One of the efficient ways to han-
dle frequency-selective fading channels is to use a MCM
scheme. By the aid of the FFT-IFFT operator pair, the trans-
mission frequency range is partitioned into smaller frequency
bins. If certain conditions are satisfied, these bins can be con-
sidered as experiencing frequency-flat fading. Hence, the al-
gorithms provided in the previous section can be applied to
each frequency bin separately.

Consider the system model depicted in Figure 2. The data
symbols are first divided into four streams. Then data packets
si, i = 1, ...,4, of length N are composed from these streams,
i.e., si = [si,1 si,2 · · · si,N ]T . The data packets are space-
time coded in a similar way as (1)

CQO =




s1 s2 s3 s4
−s∗2 s∗1 −s∗4 s∗3−s∗3 −s∗4 s∗1 s∗2
s4 −s3 −s2 s1




where now CQO is a 4N× 4 matrix. Following this, all N
frequency bins corresponding to the i-th transmit antenna are

preprocessed with the diagonal matrix Θi = diag{q i,1, q i,2,
· · · , q i,N}, i = 1, ...4.

The ‘MCM Channel’ block in Figure 2, is depicted with
more detail in Figure 3. For simplicity only the j-th receive
antenna is illustrated. The subchannel from the i-th transmit
antenna to the j-th receive antenna is modeled with a linear
tapped-delay line, i.e. hi, j[n] = å nH−1

k=0 hk
i, jd [n− k] where d [n]

is the Kronecker delta function and hk
i, j is the channel coeffi-

cient of the k-th path of the corresponding subchannel which
can be represented with a zero-mean circularly symmetric
Gaussian random variable. Each preprocessed data packet is
processed by an IFFT operator of dimensions N×N and a
cyclic prefix of length L is added to the packet, that is, the
last L samples of the IFFT output is copied to the beginning
of the packet. With the assumption L ≥ nH − 1 the channel
become cyclic. It is well known that the unitary matrices of
the eigendecomposition of a cyclic matrix are the FFT and
IFFT operators, hence the channel is ‘diagonalized’ with the
FFT and IFFT operators. After removal of the cyclic pre-
fix at the receiver, the equivalent MCM channel is illustrated
on the right hand side of Figure 2. The equivalent subchannel
coefficients l i, j,n i = 1, ...,4, j = 1, ...,nR and n = 1, ...,N, are
mutually independent zero-mean circularly symmetric com-
plex Gaussian random variables, representing the frequency-
flat fading subchannels.

Assuming that the channel is static over 4N symbol pe-
riods, the 4N× 1 received signal vector for the j-th receive
antenna for this scenario can be written similar to (2) as


r′j,1
r′∗j,2
r′∗j,3
r′j,4


=



Θ1Λ1, j Θ2Λ2, j Θ3Λ3, j Θ4Λ4, j
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2Λ
∗
2, j −Θ∗

1Λ
∗
1, j Θ∗

4Λ
∗
4, j −Θ∗

3Λ
∗
3, j

Θ∗
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∗
3, j Θ∗
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∗
4, j −Θ∗
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∗
1, j −Θ∗

2Λ
∗
2, j

Θ4Λ4, j −Θ3Λ3, j −Θ2Λ2, j Θ1Λ1, j
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s4


+




n′j,1
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n′∗j,3
n′j,4




r j = Λjs+n j

where the matrix L i, j = diag{l i, j,1, l i, j,2, · · · ,l i, j,N}. After

stacking r j into r =
[

rT
1 rT

2 · · · rT
nR

]T
and matched

filtering we obtain

ΛHΛ =



Γ 0 0 A
0 Γ −A 0
0 A Γ 0
A 0 0 Γ
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where Γ = å 4
i=1å nR

j=1Θ
∗
i Λ

∗
i, jΛi, jΘi and A =

2å nR
j=1 Re{Λ1, jΛ∗

4, jΘ1Θ∗
4 − Λ2, jΛ∗

3, jΘ2Θ∗
3}

are N × N diagonal matrices, or equivalently,
[Γ]n,n = å 4

i=1å nR
j=1

∣∣l i, j,n
∣∣2 |q i,n|2 and [A]n,n =

2å nR
j=1 Re{l 1, j,nl ∗4, j,nq 1,nq ∗4,n− l 2, j,nl ∗3, j,nQ 2,nQ ∗

3,n}. Clearly,
this representation for each subchannel is equivalent to the
discussion in Section 2. Hence, the same QO-STBC
orthogonalization algorithms can directly be applied to each
frequency bin.

4. SIMULATIONS AND RESULTS

The simulation results are provided in Figure 4 in terms of
the bit error rate (BER) performance of the proposed meth-
ods. QPSK is used as the modulation scheme. The perfor-
mance of the proposed algorithms are compared to that of
the open loop QO-STBC. For comparison reasons, the infi-
nite precision performance of the phase rotation algorithm is
also provided, however in order to simulate a practical appli-
cation, a two bit feedback is considered for both the phase
rotation and antenna selection algorithms. Note the negligi-
ble difference in performance between the infinite precision
and two bit feedback phase rotation schemes.

However, there is a considerable difference between the
receiver structures of the schemes. While for the antenna
selection and infinite precision feedback phase rotation al-
gorithms the matched filter output can directly be used for
estimation of the transmitted symbols, for the two-bit feed-
back scheme the ML receiver provided in (3) and (4) has to
be used. This is because, while the former algorithms can
perfectly orthogonalize the QO-STBC, in the later algorithm
some residual interference remains.

For the study of multipath fading channels, a 10-tap linear
channel is used where the equal power taps are represented
with zero-mean circularly-symmetric Gaussian random vari-
ables. The resolution of the FFT-IFFT pair is 64.

The curves for both frequency-flat fading and multipath
fading scenarios overlap for all cases, therefore it can be

concluded the MCM scheme is successful in combating the
detrimental effect of multipath fading.

Remark: From the results, the antenna selection algo-
rithm appears to be superior to the phase rotation algorithm.
However, when a erroneous feedback channel is considered,
especially with a medium-high rate of error (Pe > 0.1), this
algorithm can perform worse than the open-loop QO-STBC.
On the other hand, the worst case for the phase rotation al-
gorithm achieves a performance equivalent to the open-loop
QO-STBC. Hence, special care in selecting the algorithms
has to be taken in a practical application. For details please
see [6].

5. CONCLUSIONS

Multicarrier modulation based transmitter preprocessing al-
gorithms with transmit antenna selection and transmitted sig-
nal phase rotation schemes are designed to combat the detri-
mental effects of both the frequency-selective fading chan-
nel and the coupling between the symbols in QO-STBC.
It is demonstrated that the MCM scheme diagonalizes the
channel yielding independent frequency-flat fading subchan-
nels. Hence, the feedback algorithms for frequency-flat fad-
ing channels can directly be applied to the multipath fading
case. A highly practical scenario with only two bit feed-
back per frequency bin is investigated in the simulations, and
considerable gain over the open-loop QO-STBC is observed.
While the open-loop QO-STBC can achieve a diversity order
of two, the proposed methods can increase this order to four.

REFERENCES

[1] V. Tarokh, H. Jafarkhani and A. R. Calderbank, “Space-
time block codes from orthogonal designs,” IEEE Trans.
Inform. Theory, vol. 45, no. 5, pp. 1456–1467, July 1999.

[2] V. Tarokh, H. Jafarkhani and A. R. Calderbank, “Space-
time block coding for wireless communications: Perfor-
mance results,” IEEE J. Select. Areas Commun., vol. 17,
no. 3, pp. 451–460, Mar. 1999.

[3] S. Alamouti, “A simple transmit diversity technique for
wireless communications,” IEEE J. Select. Areas Com-
mun., vol. 16, no. 8, pp. 1451–1458, Oct. 1998.

[4] H. Jafarkhani, “A quasi-orthogonal space-time block
code,” IEEE Trans. Commun., vol. 49, no. 1, pp. 1–4,
Jan. 2001.

[5] C. B. Papadias and G. J. Foschini, “A space-time coding
approach for systems employing four transmit antennas,”
in IEEE ICASSP, May 2001, pp. 2481–2484.

[6] C. Toker, S. Lambotharan and J. A. Chambers, “Closed
loop quasi-orthogonal STBCs and their performance in
multipath fading environments and when combined with
turbo codes,” IEEE Trans. Wireless Commun., vol. 3, no.
6, pp. 1890–1896, Nov. 2004.

[7] C. Toker, Signal Processing Algorithms and Architec-
tures for Communication Transceivers, PhD dissertation,
University of London, Nov. 2004.

[8] S. Rouquette, S. Merigeault and K. Gosse, “Orthogonal
full diversity space-time block coding based on transmit
channel state information for 4 tx antennas,” in IEEE
ICC, May 2002, vol. 1, pp. 558–562.

[9] J. K. Milleth, K. Giridhar, and D. Jalihal, “Performance
of transmit diversity scheme with quantized phase-only
feedback,” in IEEE SPCOM, Dec. 2004.


	Index
	EUSIPCO 2005

	Conference Info
	Welcome Messages
	Sponsors
	Committees
	Venue Information
	Special Info

	Sessions
	Sunday 4, September 2005
	SunPmPO1-SIMILAR Interfaces for Handicapped

	Monday 5, September 2005
	MonAmOR1-Adaptive Filters (Oral I)
	MonAmOR2-Brain Computer Interface
	MonAmOR3-Speech Analysis, Production and Perception
	MonAmOR4-Hardware Implementations of DSP Algorithms
	MonAmOR5-Independent Component Analysis and Source Sepe ...
	MonAmOR6-MIMO Propagation and Channel Modeling (SPECIAL ...
	MonAmOR7-Adaptive Filters (Oral II)
	MonAmOR8-Speech Synthesis
	MonAmOR9-Signal and System Modeling and System Identifi ...
	MonAmOR10-Multiview Image Processing
	MonAmOR11-Cardiovascular System Analysis
	MonAmOR12-Channel Modeling, Estimation and Equalization
	MonPmPS1-PLENARY LECTURE (I)
	MonPmOR1-Signal Reconstruction
	MonPmOR2-Image Segmentation and Performance Evaluation
	MonPmOR3-Model-Based Sound Synthesis ( I ) (SPECIAL SES ...
	MonPmOR4-Security of Data Hiding and Watermarking ( I ) ...
	MonPmOR5-Geophysical Signal Processing ( I ) (SPECIAL S ...
	MonPmOR6-Speech Recognition
	MonPmPO1-Channel Modeling, Estimation and Equalization
	MonPmPO2-Nonlinear Methods in Signal Processing
	MonPmOR7-Sampling, Interpolation and Extrapolation
	MonPmOR8-Modulation, Encoding and Multiplexing
	MonPmOR9-Multichannel Signal Processing
	MonPmOR10-Ultrasound, Radar and Sonar
	MonPmOR11-Model-Based Sound Synthesis ( II ) (SPECIAL S ...
	MonPmOR12-Geophysical Signal Processing ( II ) (SPECIAL ...
	MonPmPO3-Image Segmentation and Performance Evaluation
	MonPmPO4-DSP Implementation

	Tuesday 6, September 2005
	TueAmOR1-Segmentation and Object Tracking
	TueAmOR2-Image Filtering
	TueAmOR3-OFDM and MC-CDMA Systems (SPECIAL SESSION)
	TueAmOR4-NEWCOM Session on the Advanced Signal Processi ...
	TueAmOR5-Bayesian Source Separation (SPECIAL SESSION)
	TueAmOR6-SIMILAR Session on Multimodal Signal Processin ...
	TueAmPO1-Image Watermarking
	TueAmPO2-Statistical Signal Processing (Poster I)
	TueAmOR7-Multicarrier Systems and OFDM
	TueAmOR8-Image Registration and Motion Estimation
	TueAmOR9-Image and Video Filtering
	TueAmOR10-NEWCOM Session on the Advanced Signal Process ...
	TueAmOR11-Novel Directions in Information Theoretic App ...
	TueAmOR12-Partial Update Adaptive Filters and Sparse Sy ...
	TueAmPO3-Biomedical Signal Processing
	TueAmPO4-Statistical Signal Processing (Poster II)
	TuePmPS1-PLENARY LECTURE (II)

	Wednesday 7, September 2005
	WedAmOR1-Nonstationary Signal Processing
	WedAmOR2-MIMO and Space-Time Processing
	WedAmOR3-Image Coding
	WedAmOR4-Detection and Estimation
	WedAmOR5-Methods to Improve and Measures to Assess Visu ...
	WedAmOR6-Recent Advances in Restoration of Audio (SPECI ...
	WedAmPO1-Adaptive Filters
	WedAmPO2-Multirate filtering and filter banks
	WedAmOR7-Filter Design and Structures
	WedAmOR8-Space-Time Coding, MIMO Systems and Beamformin ...
	WedAmOR9-Security of Data Hiding and Watermarking ( II  ...
	WedAmOR10-Recent Applications in Time-Frequency Analysi ...
	WedAmOR11-Novel Representations of Visual Information f ...
	WedAmPO3-Image Coding
	WedAmPO4-Video Coding
	WedPmPS1-PLENARY LECTURE (III)
	WedPmOR1-Speech Coding
	WedPmOR2-Bioinformatics
	WedPmOR3-Array Signal Processing
	WedPmOR4-Sensor Signal Processing
	WedPmOR5-VESTEL Session on Video Coding (Oral I)
	WedPmOR6-Multimedia Communications and Networking
	WedPmPO1-Signal Processing for Communications
	WedPmPO2-Image Analysis, Classification and Pattern Rec ...
	WedPmOR7-Beamforming
	WedPmOR8-Synchronization
	WedPmOR9-Radar
	WedPmOR10-VESTEL Session on Video Coding (Oral II)
	WedPmOR11-Machine Learning
	WedPmPO3-Multiresolution and Time-Frequency Processing
	WedPmPO4-I) Machine Vision, II) Facial Feature Analysis

	Thursday 8, September 2005
	ThuAmOR1-3DTV ( I ) (SPECIAL SESSION)
	ThuAmOR2-Performance Analysis, Optimization and Limits  ...
	ThuAmOR3-Face and Head Recognition
	ThuAmOR4-MIMO Receivers (SPECIAL SESSION)
	ThuAmOR5-Particle Filtering (SPECIAL SESSION)
	ThuAmOR6-Geometric Compression (SPECIAL SESSION)
	ThuAmPO1-Speech, speaker and language recognition
	ThuAmPO2-Topics in Audio Processing
	ThuAmOR7-Statistical Signal Analysis
	ThuAmOR8-Image Watermarking
	ThuAmOR9-Source Localization
	ThuAmOR10-MIMO Hardware and Rapid Prototyping (SPECIAL  ...
	ThuAmOR11-BIOSECURE Session on Multimodal Biometrics (  ...
	ThuAmOR12-3DTV ( II ) (SPECIAL SESSION)
	ThuAmPO3-Biomedical Signal Processing (Human Neural Sys ...
	ThuAmPO4-Speech Enhancement and Noise Reduction
	ThuPmPS1-PLENARY LECTURE (IV)
	ThuPmOR1-Isolated Word Recognition
	ThuPmOR2-Biomedical Signal Analysis
	ThuPmOR3-Multiuser Communications ( I )
	ThuPmOR4-Architecture and VLSI Hardware ( I )
	ThuPmOR5-Signal Processing for Music
	ThuPmOR6-BIOSECURE Session on Multimodal Biometrics ( I ...
	ThuPmPO1-Multimedia Indexing and Retrieval
	ThuPmOR7-Architecture and VLSI Hardware ( II )
	ThuPmOR8-Multiuser Communications (II)
	ThuPmOR9-Communication Applications
	ThuPmOR10-Astronomy
	ThuPmOR11-Face and Head Motion and Models
	ThuPmOR12-Ultra wideband (SPECIAL SESSION)


	Authors
	All authors
	A
	B
	C
	D
	E
	F
	G
	H
	I
	J
	K
	L
	M
	N
	O
	P
	Q
	R
	S
	T
	U
	V
	W
	X
	Y
	Z
	Ö
	Ø

	Papers
	Papers by Session
	All papers

	Search
	Help
	Browsing the Conference Content
	The Search Functionality
	Acrobat Query Language
	Using Acrobat Reader
	Configurations and Limitations

	Copyright
	About
	Current paper
	Presentation session
	Abstract
	Authors
	Jonathon A. Chambers
	Sangarapillai Lambotharan
	Cenk Toker



