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ABSTRACT

The paper describes a complete face authentication system
using a combination of color and depth images. Depth in-
formation acquired by a novel 3D and color sensor is used
for robust face detection, localization and 3D pose estima-
tion. To cope with illumination and pose variations 3D in-
formation is used for the normalization of the input images.
Illumination compensation exploits depth data to recover the
illumination of the scene and relight the image under frontal
lighting. When normalized images, depicting upright orien-
tation and frontal lighting, are used for authentication signifi-
cantly low error rates are achieved, as demonstrated on a face
database with more than 3000 images.

1. INTRODUCTION

Recent public face recognition tests demonstrated that the ac-
curacy of state-of-the-art algorithms degrades significantly
for images exhibiting pose and illumination variations. Cur-
rent research efforts strive to achieve insensitivity to such
variations.

The paper describes and evaluates a complete face au-
thentication system using a combination of 2D color and 3D
range images captured in real-time. The key innovation of
the system lies on several novel techniques which are capa-
ble, taking as input a pair of 2D and 3D images, to produce a
pair of normalized images depicting frontal pose and illumi-
nation. The efficiency and robustness of the proposed system
is demonstrated on a data set of significant size and compared
with semi-automatic rectification.

Although the 3D structure of the human face conveys
important discriminatory information only a few techniques
have been proposed employing range images. This is mainly
due to the high cost of available 3D digitizers and the fact
that they do not operate in real time (e.g. time of flight
laser scanners) or produce inaccurate depth information (e.g.
stereo vision). The work presented in this paper is partly
motivated by the recent development of novel low cost 3D
of low-cost sensors that are capable of real-time 3D acqui-
sition [1]. A common approach adopted towards 3D face
recognition is based on the extraction of 3D facial features
by means of differential geometry techniques [2–4]. A few
techniques [5, 6] also employ grayscale images but mainly
for augmenting the detection of features such as the eyes that
are harder to detect on the range image. Although feature-
based techniques are robust to pose variations they rely on
accurate 3D maps of faces, usually extracted by expensive
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Figure 1: (a) Image captured by the color camera with color
pattern projected. (b) Computed range image. Bright pixels
correspond to points closer to the camera and white pixels
correspond to undetermined depth values)

off-line 3D scanners. Thus their applicability to real-world
applications with highly noisy data is questionable. The
recognition rates claimed by the above techniques were es-
timated using databases of limited size and without signifi-
cant variations of the faces. Only recently [7] conducted an
experiment with a database of significant size (275 persons)
containing both grayscale and range images, and produced
comparative results of face identification using eigenfaces for
2D, 3D and their combination and for varying image quality.
This test however considered only frontal images captured
under constant illumination conditions. For this work we
have recorded a face database containing several appearance
variations. These variations are compensated before reaching
the classifier, thus leading to low error rates.

2. ACQUISITION OF 3D DATA

The proposed system is based on real-time quasi-
synchronous color and 3D image acquisition based on the
color structrured-light approach [1] (fig. 1). The sensor is
based on low cost devices, an off-the-shelf CCTV-color cam-
era and a standard slide projector. The average depth accu-
racy of the system optimized for an access control applica-
tion is about 0.5mm. The spatial resolution of the range im-
ages is approximately equal to the color camera resolution.

3. POSE COMPENSATION

The aim of the pose compensation algorithm described in
this section is to generate, given a pair of color and depth im-
ages, novel corresponding color and depth images depicting
a frontal, upright face orientation. Also the center of the face
on the input image is aligned with the center of the face in
the gallery images of the same person with pixel accuracy.

The proposed technique uses the range image only for
face detection and pose estimation and therefore is robust es-
pecially under varying pose and illumination conditions, as
demonstrated by the experimental results.



The detection of the face in the image is the first step of
the algorithm. Segmentation of the head from the body relies
on statistical modelling of the head - torso points using a mix-
ture of Gaussians assumption. The parameters of the model
are then estimated by means of the Expectation Maximiza-
tion algorithm and by incorporation of a-priori constraints on
the relative dimensions of the body parts, described in detail
in [8].

The estimation of 3D head pose, performed next is based
on the detection of the nose [8]. After the tip of the nose is
localized a 3D line is fitted on the 3D coordinates of pixels
on the ridge of the nose. This 3D line defines two of the three
degrees of freedom of the face orientation. The third degree
of freedom, that is the rotation angle around the nose axis, is
then estimated by finding the 3D plane that cuts the face into
two bilateral symmetric parts. The error of the above pose
estimation algorithm tested on more than 2000 images is less
than 2 degrees.

Once the tip of the nose and the pose of the face have
been estimated, a 3D coordinate frame aligned with the face
is defined centered on the tip of the nose. A warping pro-
cedure is subsequently applied on the input depth image to
align this local coordinate frame with a reference coordi-
nate frame, which is defined during the training faces us-
ing the gallery images, bringing the face in up-right orien-
tation. The transformation between the local and reference
coordinate frames is further refined to pixel accuracy by ap-
plying the ICP [9] surface registration algorithm between the
warped and a reference (gallery) depth image corresponding
to claimed person ID.

The rectified depth image contains missing pixel values
that are interpolated using a series of steps. Some of the miss-
ing values are determined simply by copying corresponding
symmetric pixel values from the other side of the face. Re-
maining missing pixel values are linearly interpolated from
neighboring points. The interpolated depth map is subse-
quently used to rectify the associated color image also using
3D warping (fig. 2).
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Figure 2: Pose compensation example. (a) Original color im-
age, (b) original depth image showing detected head blob and
estimated local coordinate system fixed on the nose, (c) recti-
fied depth image, (d) symmetry-based interpolation, (e) final
linear interpolated depth image, (f) rectified color image.

For the training phase a similar but simpler pose com-
pensation algorithm is applied. To obtain optimal results the
pose of the face is estimated by manually selecting three
points on the input image defining a local 3D coordinate

frame. Then, the input color and depth images are warped to
align this local coordinate frame with the coordinate frame
of the camera, using the surface interpolation algorithm de-
scribed above. For one of the pose compensated depth im-
ages of each person a simplified version of the automatic
pose estimation algorithm above is applied thus estimating a
reference coordinate frame. This last step is important since
the slant of the nose differs from person to person.

4. ILLUMINATION COMPENSATION

In this section an algorithm is described that compensates il-
lumination by generating from the input image a novel image
relight from a frontal direction. Our approach is inspired by
recent work on image-based scene relighting used for render-
ing realistic images. Image relighting relies on inverting the
rendering equation, i.e. the equation that relates the image
brightness with the object material and geometry and the il-
lumination of the scene. Given several images of the scene
under different conditions this equation may be solved (al-
though an ill-posed problem) to recover the illumination dis-
tribution and then use this to re-render the scene under novel
illumination.

The first step is therefore to recover the scene illumina-
tion from a pair of color and depth images. Assuming that
the scene is illuminated by a single light source a technique
is adopted that learns the non-linear relationship between the
image brightness and light source direction L using a set of
artificially generated bootstrap images.

For each subject in our database we use the reference
pose compensated depth image Ir to render N virtual views
of the face illuminated from different directions. The set of
light source directions is uniformly sampled from a section
of the positive hemisphere. To decrease the dimensionality
of the problem, from each rendered image a feature vector
is extracted containing locally weighted averages of image
brightness over M preselected image locations (M = 30 in
our experiments). The sample locations are chosen so as to
include face areas with similar albedo (i.e. the skin). Feature
vectors xi, i = 1, . . . ,N extracted from all the images, nor-
malized to have zero mean and unit variance, are then used
as samples of the M-dimensional illuminant direction func-
tion L = G(x). An approximation of this function G̃ using
the samples is a regression problem that may be efficiently
solved using Support Vector Machines (SVM) [10]. Assume
now that we want to compute the similarity between a pose
compensated probe image and gallery images of a person j
in the gallery. A feature vector x is computed from the probe
image as described previously. Then an estimate of the light
source direction is given by G̃ j(x) i.e. the SVM regression
function computed for the person j during the training phase.

Given the estimate of the light source direction L relight-
ing the input image with frontal illumination L0 is straight-
forward. Let IC, ID be respectively the input pose compen-
sated color and depth images and ĨC the illumination com-
pensated image. Then the image irradiance for each pixel u
is approximated by,

IC(u) = A(u)R(ID,L,u), ĨC(u) = A(u)R(ID,L0,u) (1)

where A is the unknown face albedo or texture function (ge-
ometry independent component) and R is a rendering of the



surface with constant albedo. Equation 1 is written

ĨC(u) = IC(u)
R(ID,L,u)
R(ID,L0,u)

i.e. the illumination compensated image is given by multipli-
cation of the input image with a ratio image.
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Figure 3: Illumination compensation example. (a) Original
image, (b) R(ID,L,u), (c) frontally illuminated image

Figure 3 illustrates the relighting of a side illuminated
image.

The same relighting procedure is also applied on training
images. Then it is expected that illumination compensated
probe and gallery images of the same person will only differ
up to a scale factor since the intensity of the light source may
not be recovered. This scale factor is cancelled by taking
the logarithm of the images (that makes the factor additive
instead of multiplicative) and subsequently subtracting the
mean value.

Although the description of the above relighting tech-
nique considers a single channel image, color images may
be handled equally well by applying the same procedure (il-
luminant estimation and relighting) separately for each chan-
nel.

An important advantage of the previously described al-
gorithm is the flexibility in coping with complex illumination
conditions by adaptation of the rendering function R above.
For example, accounting for attached shadows may be sim-
ply achieved by activating shadowing in the rendering en-
gine. On the other hand, from our experience with different
rendering models, good results may be also obtained with
relatively simple renderings.

5. FACE CLASSIFICATION

Normalized color and depth images are subsequently pro-
vided as input to a color classifier and a depth classifier re-
spectively. For practical reason only the red component of
the color images was used. Pixel values are normalized to
have zero mean and unit variance before classification. We
have experimented with several state of the art techniques in-
cluding Embedded Hidden Markov Models (EHMM) [11],
Probabilistic Matching (PM) [12] and Elastic Graph Match-
ing (EGM) [13]. The two latter techniques were shown to
give the lowest error rates. We have finally selected PM al-
gorithm since its computational complexity was one order
of magnitude smaller than that of the EGM algorithm for

similar error rates. For depth images the same algorithms
were tested where in this case pixel values correspond to dis-
tance from the sensor rather than brightness. In addition we
have conducted experiments with a simplified version of the
Point Signature algorithm that has been proposed for surface
matching [14]. The results using this feature-based approach
were not as good as appearance-based techniques possibly
due to the sensitivity of this algorithm to noise and artifacts
(e.g. holes) in the depth images captured by the 3D sen-
sor. Finally PM was adopted for both color and depth image
classification. The scores (maximum-likelihood probabili-
ties) returned by each classifier are subsequently normalized.
This consists of first estimating for each enrolled user i the
mean mi and variance s i of the genuine transaction score dis-
tribution (by means of robust estimation techniques) using a
set of scores extracted using a bootstrap set of images. Then
we apply the tanh normalization technique to map the scores
in the interval [0, . . . ,1].

s′ =
1
2
{tanh(0.05(

(s− m i)
s i

))+1}

where s and s′ are the initial and normalized scores respec-
tively (see [15] for more details). Once the scores are nor-
malized fusion of color and depth modalities is achieved by
simply adding the corresponding scores.

6. EXPERIMENTAL RESULTS

The focus of the experimental evaluation was to investigate
the efficiency of the complete face authentication chain on
conditions that are similar to those encountered in real-world
applications. Therefore a database containing several facial
appearance variations was recorded. 73 volunteers partici-
pated in two recording sessions. The second recording ses-
sion was 10 days after the first session. For each subject sev-
eral images depicting different appearance variations were
acquired: facial expressions (smiling, laughing), illumina-
tion (side spot light), pose variations (±20 degrees), images
with glasses, and frontal images (up to 50 images per per-
son). Totally, more than 3000 image pairs were recorded.

The PM algorithm was trained using 4 images per person
from the first recording session, including one frontal image,
two images depicting facial expressions and one image with
glasses. Testing was performed using the remaining images.

A F E P I G
C 7.6 2.1 6.3 9.3 5.2 3.2
C (PC+IC) 4.7 1.2 5.1 6.9 3.1 3.8
D 5.7 1.2 4.6 7.1 2.2 4.8
D (PC) 4.3 1.2 4.7 5.1 2.3 4.8
C+D 5.2 1.0 3.9 8.6 2.7 3.2
C+D (PC+IC) 2.8 0.6 3.5 3.6 1.4 3.4

Table 1: Equal error rates (%) for different image variations
(A: All variations, F: Frontal, E: Expressions, P: Pose, I: Il-
lumination, G: Glasses) and modalities (C: Color, D: Depth,
C+D: color + depth: C+D). Even rows show results with
the proposed pose (PC) and illumination compensation (IC)
techniques, while odd rows are results with manual image
rectification

Table 1 demonstrates the equal error rates achieved with
the proposed compensation scheme. This is compared with



the case of manual pose normalization i.e. three points over
the eyes and mouth were selected by a human operator and
used to rectify the images. Rectification in this case is per-
formed by 2D affine warping of the images. As shown in
table 1 the proposed scheme results in authentication errors
which are much better to the accuracy achieved by manual
image normalization especially for images depicting pose
variations). Also there is a significant improvement after us-
ing the illumination compensation algorithm. In figure 4 the
receiver operator characteristic curve is also shown. By com-
bining color and depth information for a false acceptance rate
of 0.5% a correct recognition rate of 95% is obtained.
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Figure 4: Receiver operating characteristic curve showing
false acceptance rate (FAR) versus correct recognition rate
(1-FRR) for the two modalities and their combination.

The running time of the algorithm from the acquisition
of color and 3D images to verification of the identity is about
3 sec on a Pentium 4, 3Ghz processor. The most time con-
suming part of the algorithm is the 3D image warping step.
Since this is a common 3D graphics operation it is possible
to achieve significant reduction of the running time (less than
1 sec) by exploiting off-the-shelf graphics hardware.

7. CONCLUSIONS

In summary we have proposed a new approach for 2D + 3D
face authentication based on automatic image normalization
algorithms exploiting the availability of 3D information. Sig-
nificant improvements in face classification accuracy were
obtained using this scheme.

The system was shown to be more sensitive to pose vari-
ations and facial expressions. Although the proposed pose
compensation procedure significantly reduces the error rates
for images depicting pose variations it can lead to some dis-
tortion on the side of the face where occluded parts of the
face appear after rotation. We plan to deal with this is-
sue by investigation of novel classification schemes able to
disregard missing pixels. Coping with facial expressions is
also a challenging problem. We are currently working on
a database enrichment scheme where synthetic images de-
picting facial expressions are automatically generated from
frontal images using a 3D animated face model.
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