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ABSTRACT

It is well known that the use of multiple-element antenna arrays
improves the performance of wireless communication systems. In
addition, link adaptation techniques, such as adaptive modulation,
have shown to increase hugely the system spectral efficiency. Com-
bining both techniques, we present an adaptive modulation scheme
for multiple-input single-output (MISO) wireless downlink com-
munication systems, with the particularity that a low rate feedback
information channel is considered. First, we derive the capacity
expression for such systems, with the supposition that the MISO
propagation channel paths are uncorrelated. Next, a new proposed
adaptive modulation scheme based on discrete feedback is applied
to this MISO system. Finally, some performance simulations and
conclusions are presented.

1. INTRODUCTION

The communication system proposed in this paper obtains its bene-
fits from two sources: adaptive modulation and multi-antenna trans-
mission.

On one hand, adaptive modulation is one of the many tech-
niques that fall under the term link adaptation (LA). The basic idea
behind LA is to dynamically adapt some transmission parameters to
exploit the variations of the wireless channel, e.g. symbol duration
as in [1], modulation scheme as in [2] or both as in [3].

On the other hand, in [4] Winters showed the potential of multi-
antenna transmission schemes in terms of diversity gain, which
makes such systems robust to eventual deep fades of wireless chan-
nels. Recently, some works combining both techniques have been
published, e.g. [5].

Concerning LA techniques, the transmission scheme is gener-
ally adjusted based on a channel quality indicator estimated by the
receiver and fed-back to the transmitter. There are a lot of trans-
mission parameters that can be set-up such as transmitted power,
system BER, coding rate and constellation size, among others. In
[6], it was shown that performing water-filling of power in time do-
main was optimal but unachievable, as practical modulation rates
are discrete. Next, in [7] it was shown that limiting the attention
to variable-power and variable-modulation schemes was enough to
achieve near optimal performance in most cases. In [8] even the
transmitted power was not considered variable, dealing only with
one degree of freedom: rate. In our case, we focus the attention to
near optimal variable-power variable-modulation (rate) strategy.

Most of the papers dealing with LA formulate a constrained ma-
ximization problem to obtain switching thresholds for the channel
quality indicator. Usually, the maximization variable is the through-
put or the spectral efficiency, and the constraints are on transmit-
ted power and system BER. As their goal is usually closed (or
near closed) form expressions for the design parameters, BER ap-
proximations need to be done [7], [8]. In [9] a different approach
was taken, instead of using approximations, Tang et al. used pre-
evaluated SNR thresholds, that could be calculated with desired pre-
cision. For each transmit configuration a minimum working SNR
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was calculated to guarantee that BER was below a certain limit.
In this paper, an analogous approach will be performed, taking as
a BER metric, the instantaneous BER which is adequate for data
transmission systems, see [7].

One requirement for good performance in LA techniques is the
reliability of the feedback channel in terms of delay and transmis-
sion errors. Such aspects were dealt in [6] showing that there was a
system performance degradation (especially in BER) that should be
taken into account into practical implementations if real feedback
channels were to be considered. However, it has been a common
practice ([7], [8], [9] among many others) to idealize1 the feed-
back channel to study the adaptation algorithm and then proceed
to analyze the degradation of the system when limited bandwidth
feedback channels were used. In [10] a different approach was con-
sidered. They began by assuming a discrete set of possible trans-
mission power levels for each modulation scheme, and then pro-
ceeded to perform a numerical throughput optimization to find the
aforementioned channel quality indicator switching thresholds. The
main advantage was that the resulting system just required a low-
rate feedback channel to perform well.

The philosophy of the system presented here is similar to that
of [10], but we begin by assuming the use of a low-rate feedback
channel. Thus, the channel quality indicator, which is sent through
the feedback channel, can not be a continuous variable. By im-
posing so, the band-limited behavior of real feedback channels will
have already been taken into account in the system design pro-
cess. Moreover, the discretization of the channel quality indicator is
done through a maximum mutual information criterion between the
continuous channel quality indicator and its discrete representation
which ensures the optimality of the feedback information, i.e. the
discrete feedback information has the maximum possible informa-
tion about the channel quality indicator. With just this low rate dis-
crete feedback, the transmitter can adjust the transmitted power and
modulation scheme so that throughput is maximized and power and
BER fall below certain thresholds. It will be shown that the per-
formance in throughput is very close to that of continuous feedback
systems ([7], [9]), with the advantage that no unlimited bandwidth
feedback channel must be assumed.

The remainder of the paper is outlined as follows: Next sec-
tion describes the downlink system model considered. In section 3
the ergodic capacity of our system is found, and a capacity loss pre-
venting structure is proposed. Section 4 presents and analyzes a new
adaptive modulation scheme based on discrete feedback. Performed
throughput simulations are described in section 5 and, finally, con-
clusions are given in section 6.

2. DOWNLINK SYSTEM MODEL

The system model initially considered consists of a transmit signal
vector, x ∈ CnT , and a MISO block flat fading channel, h ∈ CnT ,
with AWGN. The received signal, y, for this model is given by

y = hT x+w (1)

1specially by considering unlimited bandwidth, allowing transmission of
infinite-precision (continuous) variables
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where w is a circularly symmetric complex Gaussian random vari-
able with variance σ2/2 per dimension. Each channel realization,
h, is considered constant during the transmission of a block of B
symbols. The next realization of the channel is supposed uncorre-
lated with the previous one. As this model is for downlink com-
munication, transmit antennas can be placed sufficiently apart so
that, for each realization, the channel vector coefficients, hi, can be
considered statistically independent, [11]. Moreover, for wireless
channels the phases of the complex channel vector coefficients, φi,
follow a uniform distribution in their domain, φi ∼U [0,2π), [12].

3. ERGODIC CAPACITY

When studying adaptive modulation for MISO systems we were
dealing with the problem of what could be done if the transmitter
had power information concerning its different transmission paths.
We found out that for uncorrelated MISO channels transmitting us-
ing the antenna with highest path gain, like in antenna selection,
is not only intuitively optimum, but also it is an structure that pre-
serves capacity.

Assuming perfect channel knowledge at the reciver (PCSIR),
the natural extension of the capacity when some parts of the chan-
nel state h are random to the transmitter is given by the ergodic
capacity, [13]. In our case, the transmitter is supposed to know the
power of each path, |hi|2, (power gain CSIT) but not their phases,
φi. Next theorem gives a capacity expression for such systems.

Theorem 1 Assuming instantaneous PCSIR and power gain CSIT,
the ergodic capacity of the Gaussian memoryless channel (1), sub-
ject to a transmit power constraint PT , where the channel state
h ∈ CnT is a random vector whose elements’ phases, φi, are i.i.d.
random variables drawn from a uniform distribution in interval
[0,2π), is

C = Eg log

(
1+

PT g
σ2

)
(2)

Where g = maxi{|hi|2}.

Proof. See [14]. �
Notice that capacity result (2) means that under the conditions

of theorem 1 the MISO system in (1) is equivalent in terms of ca-
pacity to a SISO system with equivalent power gain g (maximum of
power gains of the original MISO system). This means that, if the
transmitter knows which is the channel with highest gain, informa-
tion symbols must be transmitted exclusively through that channel
so that there is no penalty in achievable capacity. So, from now on,
the system considered will be

y = heq · x +w (3)

where heq = hi such that i = argmaxi{|hi|2}. Notice that g = |heq|2.
As g is the maximum of a set of independent random variables, the
pdf of g can be found as f (g) = d

dx ∏nT
i=1 F|hi|2 (x) as a function of

the cdf of the power of each path, F|hi|2(x), see [15].
The capacity lossless structure in (3) can be built by equipping

the transmitter with an antenna selector that chooses the best path
based on feedback information. Thus, a feedback of log2(nT ) bits
will be needed each B symbols (duration of the realization of the
channel) to select the best antenna. See figure 1. In addition, some
extra feedback information must be sent to inform the transmitter
about the actual power value g. Notice that the transmitter just
needs information about the power of the best path, no power infor-
mation of the remaining paths has to be sent. Next section describes
how this feedback information is actually sent and how is it used to
achieve the highest throughput.

4. ADAPTIVE MODULATION

The adaptive modulation scheme proposed here is based on a pre-
defined partition of the range of g in a finite set of intervals. A
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Figure 1: MISO system with antenna selection (capacity lossless
structure)

certain application assigns a modulation scheme and power to each
interval. From all possible assignments, the one that yields the high-
est throughput and satisfies power and BER constraints is chosen.
The main advantage of this system is that the feedback information
is reduced to the label (discrete) of the interval where g belongs,
instead of the g itself (continuous) which makes it more robust to
feedback channel noise and requires less bandwidth transmission.
This scheme will be detailed in following subsections.

4.1 Discrete Feedback Information

Suppose that the domain of the pdf of g, f (g), is completely di-
vided in n disjoint subsets, Si = [γi,γi+1) (0 ≤ i ≤ n−1). As g
ranges from 0 and it is not bounded, it has to be assigned γ0 = 0 and
γn →∞. Let us define pi as the probability that a given realization of
g belongs to Si, i.e. pi = Pr(γi ≤ g < γi+1) =

∫ γi+1
γi

f (g)dg. We asso-
ciate with a partition {Si} a label function defined as L{Si}(g) = i if
g ∈ Si. Notice that, since g is a random variable, the label function
will also be random. As the label will be the actual feedback infor-
mation, it is desired that the mutual information between random
variables g and L{Si}(g) be maximum, so that the label gives the
highest possible information about g,

max
{Si}

I(L{Si}(g);g) = max
{Si}

H(L{Si}(g))−H(L{Si}(g)|g) (4)

Where I is the mutual information and H, the entropy. Notice that
H(L{Si}(g)|g) = 0. As it is well known (see [16]), the labeling that
maximizes the mutual information in (4) is the uniform probability
labeling, Pr(g ∈ Si) = p ∀i. Notice that p = n−1. This result means
that the domain of the pdf of g must be divided in equally probable
intervals, so that knowing the actual interval where a given realiza-
tion of g belongs to, gives the maximum information about g itself.
The required bandwidth for the feedback of the label will then be of
log2(n) bits each B symbols.

4.2 Mode Selection based on Feedback Information

The mode selection will be based on a maximum throughput crite-
rion. Define E = {Ei} as the set of intervals that divide the domain
of the pdf of g in equally probable intervals, with |E| = n. Also
define r = {ri} as the set of possible transmit rates with |r| = m.
Assume that a certain application, tk, assigns a rate from r to each
interval Ei,

tk : E → r
Ei ri = tk(Ei)

(5)

As the domain and image sets of tk are finite, the set of possible
applications amongst them, t = {tk}, is also finite, |t| = mn.

If the transmitter sends data at rate ri, as specified by application
tk, when the received feedback is L{Ei}(g) = i then the throughput,
Tk, of such a system will be

Tk =
n−1

∑
i=0

ri pi = p
n−1

∑
i=0

tk(Ei) (6)
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Expression (6) explicitly shows that the only degree of freedom in
the throughput is on the choice of tk. Obviously (6) is maximized
by the application that assigns the highest throughput available to
all intervals, tk(Ei) = rmax ∀i. In the following section, we will
impose constraints on the maximization problem to avoid this trivial
solution.

4.3 Problem constraints

In practical systems, the throughput maximization problem must be
constrained with some requirements in maximum BER and trans-
mitted power allowed. In our case this leads to

∑n−1
i=0 PTi pi ≤ PT → ∑n−1

i=0 PTi ≤ nPT

BERi ≤ BERth ∀i ∈ [0,n−1]
(7)

Where PTi and BERi are the transmitted power and system BER
when L{Ei}(g) = i. Notice that this is a discretized version of usual
continuous constraints that can be found in literature, e.g. [7] and
[9]. When transmitting with a modulation scheme at a rate ri ∈ r
and power PTi the BERi is a function of both the system SNR and
the modulation scheme (rate) used. Since the rate is assigned by
application tk as in (5), the only degree of freedom to maintain the
BER below a certain threshold is the transmitted power,

BERi(PTi,ri) ≤ BERth → PTig
σ2 ≥ SNRth(ri) (8)

Where SNRth(ri) is the threshold for each modulation scheme, be-
low which the BER is larger than BERth. However, as the trans-
mitter does not know the actual value of g, but its possible range of
values, [γi,γi+1), it must be ensured that the SNR is over the thres-
hold for the worst case, i.e. when g = γi. This gives the condition
for the transmitted power

PTig
σ2 ≥ SNRth(ri) ∀g ∈ [γi,γi+1) → PTi ≥ SNRth(ri)σ2

γi
(9)

Last two equations make possible to join power and BER con-
straints in (7) in one constraint,

n−1

∑
i=0

SNRth(ri)σ2

γi
=

n−1

∑
i=0

SNRth(tk(Ei))σ2

γi
≤ nPT (10)

and the throughput maximization problem in (6) can be rewritten
as

max tk

n−1

∑
i=0

tk(Ei)

s.t
n−1

∑
i=0

SNRth(tk(Ei))
γi

≤ nPT

σ2 (11)

Thus, the problem of maximization of the throughput is reduced to
finding, by exhaustive search, the application tk ∈ t which yields the
largest throughput and fulfills the constraints. However, as |t| = mn

the problem is computationally NP in variable n (NP-n). It is needed
to reduce the search space, and it will be done with the help of next
theorem.
Theorem 2 From all possible applications in t just the ones where

Ei > E j → tk(Ei) ≥ tk(E j) (12)

are solution candidates for maximization problem (11).2 This set
will be denoted as c⊂ t.

2For intervals, Ei > E j means that ∀x ∈ Ei,∀y ∈ Ej → x > y.
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Figure 2: (a) Throughput comparison for nT = 1 and different types
of feedback information. The solid line is the solution in [7] and [9]
with infinite bandwidth feedback (b) Throughput comparison for 32
sets and different number of transmit antennas.

Proof. See appendix A. �
The cardinal of the set of applications that are solution candi-

dates for the maximization problem is

|c| =
(

n+m−1
n

)
≈ nm−1

(m−1)!
for n large (13)

For the sake of space, this statement is left without proof (see [17]).
Thus, we have reduced the search space from mn (NP-n) to ∝ nm−1

(P-n). This new space search is computationally feasible for most
common values of n and m, whereas the former space was too large
even for values of n � 10.

5. SIMULATIONS

For simulation purposes, the MISO channel fading has been con-
sidered to follow an i.i.d. Rayleigh distribution. Simulations pa-
rameters have been set up to r = {0,1,2,4,6}, corresponding to
no transmission, BPSK, QPSK, 16-QAM and 64-QAM modulation
schemes. The power budget has been set to unity PT = 1 and the
BER threshold has been fixed to BERth = 10−3. For this config-
uration, the SNR thresholds for each modulation can be found in
[9]. The noise variance, σ2, has been assigned values from 5 to
-25 dB to simulate different mean SNR scenarios. The throughput
for just one transmit antenna and for different values of the num-
ber of intervals, n, is shown in figure 2(a). It can be seen that for
n ≥ 16 the throughput is very close to the throughput of the system
in [7] and [9]. In figure 2(b), n has been fixed to 32, and throughput
simulations have been performed for different number of transmit
antennas, nT . As expected, the more transmit antennas are added,
the higher the throughput. It can be seen also that, as nT grows,
the throughput reaches its saturation level before. In figure 3, it is
shown the optimum modulation assignment for mean SNR = 10 dB
as a function of the set where g belongs to, for n = 8. In addi-
tion, it is shown the system BER (Notice that the saw-tooth is never
over BERth = 10−3) and the transmitted power (Notice the power
big step when modulation scheme switches from QPSK (2 bps) to
16QAM (4 bps) because SNRth(4) > SNRth(2)).
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no transmission, Q for QPSK and 16 for 16QAM. The switching
thresholds are represented by vertical lines

6. CONCLUSION

In this paper we have presented a new adaptive modulation scheme
based on discrete low-rate feedback for MISO downlink systems.
The hardware structure (antenna selector) of the proposed scheme
is based on a capacity result for MISO wireless channels which
prevents capacity losses. The discrete feedback information has
been selected based on a maximum mutual information with the
actual channel quality indicator, g, which ensures an efficient use
of the feedback channel. The feedback information includes best
antenna selection (log2(nT )) and discrete power feedback (log2(n))
and must be sent each B symbols. Finally, the adaptive modulation
algorithm has been designed by means of a throughput maximiza-
tion, while keeping the transmitted power and BER below some
user-defined thresholds, showing a very close performance to the
systems that considered the use of an ideal infinite-bandwidth feed-
back channel.

A. PROOF OF THEOREM 2

Let us suppose that tl is a possible candidate to be the application
that yields the largest throughput and fulfills the constraint and that
for some i and j, tl(Ei) < tl(E j) where Ei > E j. We can construct a
second application, tk by{

tk(Eq) = tl(Eq) ∀q 	= i, j
tk(Ei) = tl(E j)
tk(E j) = tl(Ei)

(14)

By construction, it is obvious that this second application yields the
same throughput that tl . The transmitted power for both applica-
tions is (except for constants)

Px ∝ ∑
q	=i, j

SNRth(tx(Eq))
γq

+
SNRth(tx(Ei))

γi
+

SNRth(tx(E j))
γj

(15)

Where x ∈ {k,t}. Notice that first term in equation (15) is equal
for Pk and Pl , so the difference in transmitted power will be due
to last two terms. For modulation schemes of interest ri > rl →
SNRth(ri) > SNRth(rl), (see [9]), which implies

SNRth(tl(E j)) > SNRth(tl(Ei)) (16)

From initial supposition Ei > E j,

γi ∈ Ei,γj ∈ E j → γi > γj (17)

Using this last inequality, equation (16) and definition (14) together
with (15), it can be easily proved that Pk < Pl . So, from applica-
tion tl we have found another application, tk which yields the same
throughput using less power. This means that we can restrict our
attention to applications where Ei > E j → tk(Ei) ≥ tk(E j). �
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