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ABSTRACT

The Joint Angle, Delay and Polarization Estimation (JADPE)
problem is addressed in this paper when a linear uniform ar-
ray of crossed dipoles is used to measure the signal. The pro-
posed model preserves the shift invariance structure in sort
of that ESPRIT method can be used for the joint parame-
ters estimation. This method allows to reduce the compu-
tational cost with respect to the ML approach. An applica-
tion of JADPE is discussed for multipath channel estimation
in wireless communication. The simulations show that the
use of the polarization diversity allows the JADPE method to
provide more accurate estimates than the JADE method.

1. INTRODUCTION

In mobile communications the propagation channel is char-
acterized by multipaths that are made time-varying by mobile
terminal movements. Each path of emitted user signals ar-
riving at a base station antenna array can be described by de-
lay, angle of arrival, amplitude (or fading) and polarization
state. Usually the time-variation in angle, delay and polar-
ization is slow compared to the amplitude variations so that
angle/delay/polarization parameters can be considered quasi-
static over long time intervals. As proposed in radiomobile
channel model [1], [2] and confirmed by field measurements
[3] the multipaths are characterized by different polarization.
Taking account for the polarisation diversity is thus expected
to improve the channel estimate.

Different approaches to solve the Joint Angle and De-
lay Estimation (JADE) problem have been proposed in the
literature (see e.g., [4], [5] and references therein). On the
other hand, an extensive model for vector-sensor array pro-
cessing has been proposed by Nehorai in [6]. In addition,
Compton in [7] and Zoltowsky in [8] have proposed ESPRIT-
based methods for angle and polarization estimation. Re-
cently, Manikas has proposed a JADPE method based on the
subspace approach MUSIC in [9], but it requires an expen-
sive bi-dimensional search.

In this paper we propose a computationally efficient
method for the Joint Angle, Delay and Polarization Estima-
tion (JADPE) based on ESPRIT principle and exploiting the
angle/delay/polarization invariance to improve channel esti-
mation accuracy in wideband TDMA systems. Note that this
method can be applied to similar problems like radar appli-
cation to improve target separation.

The application focuses on the parameters estimation of
a multipath propagation channel. The simulations presented
in this paper show that the use of the polarization diversity al-
lows the JADPE method to provide more accurate estimates
than the JADE method.

The paper is organized as follows. Sect. 2 introduces a
signal model for multipath channel. Sect. 3 describes how
the ESPRIT algorithm may be used to jointly estimate the
signal directions, delays and polarizations. The analyzis of
performance bounds is proposed in Sec 4. In Sec. 5 the
simulation results are presented. Finally, Sect. 6 contains
our conclusions.

2. SIGNAL MODEL

Assume a digital sequence {sk} is transmitted over a chan-
nel. The response is measured using an uniform linear array
consisting of M pairs of crossed dipoles spaced at half wave-
length as shown in Fig. 1. Such antennas are studied for
future base station [2].
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Figure 1: Uniform linear array formed with M pairs of
crossed dipoles spaced at half lengthwave.

A time division system being considered, the
data received during L time-slots are available and
can be considered as L observations of the chan-
nel. The received data corresponding to the `-th
measure are collected into the 2M-element vector
x(`)(t) = [x(+45◦)

1 (t),x(−45◦)
1 (t), · · · ,x(+45◦)

M (t),x(−45◦)
M (t)]

and have the general form

x(`)(t) =
N

∑
k=1

skh(`)(t− kT ), (1)

where T is the symbol rate, which will be normalized to
T = 1 from now on. Assuming the commonly used multi-
path propagation model, the channel impulse response is:

h(`)(t) =
d

∑
i=1

a(θi,αi,βi)b
(`)
i g(t− τi), (2)

where each d distinct propagation path is characterized by
its direction of arrival (DOA) θi, path delay τi, complex path
attenuation (fading) b(`)

i and polarization parameters (αi,βi).
The polarization ellipse of the electric field of the transverse
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Figure 2: Polarization ellipse: definition of the ellipticity an-
gle (α), and of the orientation of the ellipse (β ).

electromagnetic (TEM) wave propagating can be parame-
terized by the ellipticity angle αi and the orientation βi as
shown in Fig. 2. g(t) is the known pulse shape function
and a(θi,αi,βi) is the response vector of the array to a sig-
nal from direction θ and with a polarization described by
(αi,βi). It can be expressed as

a(θi,αi,βi) = qi⊗vi, (3)

where qi = [1,ϕi, · · · ,ϕ(M−1)
i ]T is the classical steering vec-

tor (with ϕi = e− jπ sinθi ) and vi = [−cosγi, sinγi cosθi e jηi ]
is the polarization vector expressed in function of angles of
γi and ηi. γi and ηi are a reparameterization of the polariza-
tion on the Poincaré Sphere (see [7] for details and for the
relations between αi,βi,γi and ηi). Hereby ⊗ denotes the
Kroneker product. In this model, angle/delay/polarization
parameters are assumed invariant over the L observations.
Only the faded amplitudes are observation-dependent (this
assumption will be discussed further).

Suppose h(t) has finite duration and is zero outside an
interval [0,W ), where W is the channel length. The received
data are sampled at a rate T/P. The 2M ×WP discrete
channel H(`) = [h(`)(0),h(`)(1/P), · · · ,h(`)(W − 1/P)] can

be written as H(`) = ∑d
i=1 a(θi,αi,βi)b

(`)
i gT (τi) where g(τi)

is the sampled pulse shape function delayed by τi.
For delay estimation purpose the space-time channel is

transformed in 2-D sinusoidal model as proposed in [4]. Af-
ter a discrete Fourier transformation in time domain and de-
convolution by the known pulse shape g(t) (see details in
[4]), the model can be rewritten as

H̃(`) =
d

∑
i=1

aib
(`)
i fT

i , (4)

where fi = [1,φi, · · · ,φi
(M−1)]T is a W-element sinusoidal

vector (with φi = e− j2πτi/LP). Indeed, the number of samples
has been decreased from PW down to W in order to perform
the deconvolution only on the non-zeros support.

Let h̃(`) be the vectorized form of the model obtained by
stacking the matrix columns of H̃(`) on top of each other, it
yields:

h̃(`) = vec{H̃(`)}= U(θ ,τ,α,β )b(`), (5)

where U(θ ,τ,α,β ) = [g(τ1) ⊗ a(θ1,α1,β1), · · · ,g(τd) ⊗
a(θd ,αd ,βd)] is the 2MW × d matrix of the space-time-

polarization manifold and the vector b(`) = [b(`)
1 , · · · ,b(`)

d ]T

contains the faded amplitudes. This column arrangement fac-
torizes the problem by decoupling the stationary terms into
matrix U(θ ,τ,α,β ) and the observation-varying terms into
vector b(`).

In wideband TDMA systems (e.g. UTRA-TDD stan-
dards) the propagation channel from the mobile to the an-
tenna array can be assumed to be constant over each time
slot, but varying from one time slot to the other. This varia-
tion is due to the varying complex fading βi. However, angles
of arrival, delays and polarization are not changing signifi-
cantly between two slots [1] [2]. In the following, we will as-
sume that these parameters remain constant over L time-slots
(where L < 20 is reasonable for UTRA-TDD standard [5]).
Consequently, several observations of the channel can be ob-
tained by considering the bursts transmitted on L time-slots.
Assuming that a training sequence is transmitted within each
slot, an estimate of the channel can be retrieved from the re-
ceived data using the conventional method based on a least
squares solution (see e.g. [5]). Let h̃(`)

LS be the `-th observa-
tion of the channel after the transformation described above.
It can be expressed as:

h̃(`)
LS = U(θ ,τ,α,β )b(`) +n(`), (6)

where n(`) is the estimation noise vector assumed to be
white-Gaussian with variance σ2.

3. JOINT ANGLE, DELAY AND POLARIZATION
ESTIMATION

The proposed algorithm for joint angle, delay and polar-
ization estimation is based on a subspace approach taking
advantage of the invariance properties of the space-time-
polarization manifold U along the ESPRIT principle. The
JADPE method exploits the principle discussed by Compton
in [7] for a separate angle and polarization estimation and the
method proposed by Van der Veen in [4] for joint angle and
delay estimation.

The data covariance matrix can be expressed as R =
E{h̃(`)

LS h̃
(`)H
LS } = URbbUH + σ2I. Let ES be a base of the

signal subspace, formed with the d eigenvectors of R associ-
ated to the major eigenvalues. Since the columns of ES and
U span the same signal subspace, it exists a non-singular ma-
trix T such that ES = UT.

The invariance properties are thus preserved into ES and
can be exploited by forming appropriate subsets. The column
structure of ES (or U) due to the Kroneker product is the
following: they are built of W temporal blocks, each blocks
having 2M lines.

For angle estimation, let Eq1 (resp. Eq2) be a subset of
2(M− 1)W ×Q elements formed with the first (resp. last)
M− 1 lines of each temporal blocks. Similarly, for delay
estimation, let E f 1 (resp. E f 2) be a subset of 2M(W−1)×Q
elements formed with the first (resp. last) W − 1 temporal
blocks. For polarization estimation, let Er1 (resp. Er2) be
a subset of MW ×Q elements formed with the odd (resp.
even) lines of ES. Using the invariance properties of U for
each pair of subsets (see [4] and [7]) it yields:





Ψq = E†
q1Eq2 = T−1ΛqT

Ψ f = E†
f 1E f 2 = T−1Λ f T

Ψr = E†
r1Er2 = T−1ΛrT

(7)
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where Λq (resp. Λ f and Λr) is a diagonal matrix formed with
the vector q (resp. vector f and r) on its diagonal. A† de-
notes the Moore-Penrose pseudo-inverse of A. The phases of
vectors q and f (previously defined) are respectively related
to the angles θ and delays τ . As proposed in [7] for polariza-
tion angle estimation, we introduce the ratio ri between the
first and second element of ui, i.e.,

ri =
−cosγi

sinγi cosθie jηi
(8)

and the ratios for the d paths are collected into the vec-
tor r =[r1, · · · ,rd ]T . The polarization parameters γi and ηi
can be retrieved from the knowledge of ri and θi using:
γi = tan−1(|ri cosθi|−1) and η = arg(−(ri cosθi)−1).

It follows from (7) that the eigenvalues of Ψq, Ψ f and
Ψr provide the angle, delay and polarization estimates. In
order to obtain these parameters paired for each path, we
propose to perform the joint diagonalization of the three ma-
trices. Several methods have been proposed to solve joint
diagonalization problem. In this case the most convenient is
the so-called Q-method based on the Schur decomposition
[4].

Remark 1: In practice the covariance matrix is estimated
as R̂ = 1

L ∑L
`=1 h̃(`)

LS h̃
(`)H
LS . When the number of observations

L is low, smoothing techniques developed for DOA estima-
tion must be employed in order to obtain an accurate estimate
of R, in particular to ensure that the rank of R is equal to the
model order d.

Remark 2: In order to determine a base ES of the signal
subspace, we have assumed that the model order was known.
In practice d can be estimated using a statistic criterion like
MDL (Minimum Decision Length), or by selecting the eigen-
values greater than a given threshold.

4. PERFORMANCE BOUNDS

In this section we present the Cramér-Rao bounds for the
parameters of model (2) and an additional MSE bound for
the polarization estimate.

The Cramér-Rao bounds expression proposed in [4] for
the JADE problem is here extended to the polarized model.
It can be show that the CRB for the parameters of interest
Θ = [θ ,τ,γ,η ] can be expressed as

CRB(Θ) =
σ2

2
{

L

∑̀
=1

real[B(`)HDU
HPU

⊥DUB(`)]}−1,

(9)
where B(`) = I4⊗ diag[b(`)], PU

⊥ = I−UU† and DU =
[U̇θ ,U̇τ ,U̇γ ,U̇η ] where U̇• denotes the differentiation with
respect to the corresponding parameter, for instance: U̇θ =
[ da(θ1,γ1,η1)

dθ1
, · · · , da(θd ,γd ,ηd)

dθd
].

As proposed in [7], the accuracy of the polarization esti-
mates is evaluated using the spherical distance ξ between the
true and estimated polarization parameters represented on the
Poincaré sphere. ξ can be linked to estimated parameters by

cosξ = cos2γ cos2γ̂ + sin2γ sin2γ̂ cos(η− η̂). (10)

The interest of this definition is that the antenna response
only depends on the distance ξ between the polarization of
the antenna and which of the signal.

MSE Bound (MSEB) for polarization parameter ξ can be
expressed in function of the CRB of γ and η :

MSEB(ξ ) = 3CRB(γ)+
1
2

CRB(η)(1− cos4γ). (11)

5. SIMULATION RESULTS

The analysis of the performance is based on the data cod-
ing used for the UTRA TDD standard of the 3rd generation
mobile system. The oversampling factor is P = 2 with re-
spect to the chip period (T ) and g(t) is a square raised cosine
with roll-off 22%. The training sequence is periodic with pe-
riod N = 456 (Burst Type 1 ). The maximum channel length
that can be estimated is W = 57 chips-spaced samples. We
consider a linear array of M = 8 half wavelength spaced an-
tennas. Angle/delay/polarization parameters are supposed to
be constant over L = 10 time slots. The signal to noise ratio
is defined for one antenna as SNR = σ2

s Eg/σ2 where Eg is
the energy for the chip waveform.

In multipath propagation channel, it often occurs that
two paths are close temporally or spatially, making their
estimation difficult with classical method. Performance is
evaluated for a two-path channel which is not spatially re-
solved in order to show the gain due to the use of polariza-
tion diversity. Angles of arrival are θ = [π/12,π/13], de-
lays are τ = [1,2]T, amplitudes have the same power but
their phase is independent of each other and from slot to
slot. It is uniformly distributed in [0;2π[. The simulations
have been performed in two polarization configurations : the
results obtained when both paths have the same linear po-
larization (α = [0,0] and β = [π/4,π/4]) are plotted with
’+’ markers on the figures, and those obtained when one
path is linearly polarized while the second is elliptically po-
larized (α = [0,π/6] and β = [π/4,π/2]) are plotted with
’o’ markers. The accuracy of the JADPE (continuous line)
and JADE (dashed line) [4] methods is evaluated through the
mean square error of the angle, delay and polarization (only
for JADPE) estimate witch are plotted in Fig. 3-5. The cor-
responding Cramér Rao bounds are numerically computed
from the expressions given in Sec. 4 and plotted in large line
on the figures.

These results show the interest of taking benefit of the
polarization diversity: in the above case when the two paths
have close angles of arrival, the JADPE algorithm (continu-
ous line) provides a better accuracy than the JADE algorithm
(dashed line) which does not take advantage of the polariza-
tion information.

In addition, the gain of the JADPE algorithm is enhanced
when the polarizations of the two paths are different (’o’
markers) with respect to the case when they are identical (’+’
markers). For paths with different polarization, the JADPE
performance reaches the CRB, while in the other case the
lake of polarization diversity does not allow the JADPE and
JADE methods to reach the CRB because of the temporal
proximity of the paths.

As shown by CRB plots, the theoretic gain due to polar-
ization diversity is 3dB which must be summed to the 3dB
due to the use of the double of antennas. In practice the
JADPE algorithm provides a larger gain (approx. 8dB) than
the 6dB expected with respect to the JADE method when the
polarization diversity can be fully exploited.
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6. CONCLUSION

In this paper, a new method is proposed for joint angle, delay
and polarization estimation. The ESPRIT principle enables
to perform an efficient joint estimation of the parameters.
The interest of such a joint estimation method is shown for
the estimation of the multipath channel parameters in a wide-
band time division system by using the invariance of angle
delay and polarization with respect to amplitude. Asymp-
totic behavior of the proposed algorithm has been verified
by comparison with the Cramér Rao bounds. Simulations
have highlighted the interest of using polarization diversity:
JADPE algorithm provides a better accuracy for the multi-
path parameters than the JADE method which may fail when
the paths are not well separated.

REFERENCES

[1] Preben E. Mogensen Klaus I. Pedersen and Bernard H.
Fleury, “Dual-polarized model of outdoor propagation
environments for adaptive antennas,” 1999, pp. 990–995,
IEEE Vehicular Technology Conference.

[2] 3GPP2 3GPP, “Spatial channel model text description,”
Tech. Rep. SCM-111, EURO-COST, Jan. 2003.

[3] K. Kalliola A.F. Molisch P. Vainikainen E. Bonek
M. Toeltsch, J. Laurila, “Statistical characterization of
urban spatial radio channels,” IEEE J. Select. Areas
Commun., vol. 20, pp. 539–549, Apr. 2002.

[4] A. Van der Veen M.C. Vanderveen and A. Paulraj, “Es-
timation of multipath parameters in wireless communi-
cations,” IEEE Trans. Signal Processing, vol. 46, pp.
682–690, Mar. 1998.

[5] J. Picheral and U. Spagnolini, “Angle and delay esti-
mation of space-time channel for TD-CDMA systems,”
IEEE Trans. Wireless Communication, to appear.

[6] A. Nehorai and E. Paldi, “Vector-sensor array processing
for electromagnetic source localization,” IEEE Trans.
Signal Processing, vol. 42, pp. 376–398, Feb. 1994.

[7] J. Li and R. T. Compton, “Angle and polarization esti-
mation using rotation invariance with a polarization sen-
sitive array,” IEEE. Trans. Antennas Propag., vol. 39,
pp. 1376–1383, Sept. 1991.

[8] M. D. Zoltowoski and K. T. Wong, “ESPRIT-based 2-d
direction finding with a sparse uniform array of electro-
magnetic vector sensor,” IEEE Trans. Signal Processing,
vol. 48, pp. 2195–2204, Aug. 2000.

[9] W.P. Jason and A. Manikas, “Diversely polarised ar-
rays in DS-CDMA: a space-time channel estimation ap-
proach,” May 2002, vol. 3, pp. 13–17, Proceedings of
International Conference on Acoustics, Speech and Sig-
nal Processing (ICASSP’02) Orlando, FL, USA.

0 5 10 15 20 25 30
10

−6

10
−5

10
−4

10
−3

10
−2

10
−1

10
0

Angle

M
S

E
 [r

ad
]

SNR [dB]

JADPE (linear−linear)
JADPE (linear−elliptical)
JADE

CRB (linear−linear) 

CRB (linear−elliptical) 

Figure 3: MSE of angle of arrival estimate with JADPE and
JADE methods for a two-path channel.
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Figure 4: MSE of delay estimate with JADPE and JADE
methods for a two-path channel.
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