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2 rue Camichel, BP 7122, 31071 Toulouse, FRANCE

dj.carey@qut.edu.au, b.senadji@qut.edu.au, daniel.roviras@tesa.prd.fr

ABSTRACT
This paper presents a method for modeling the bit-error-rate
(BER) probability density functions (pdf) of asynchronous
Multicarrier Code Division Multiple Access (MC-CDMA)
and Direct-Sequence Code Division Multiple Access (DS-
CDMA) systems. An uplink channel is considered and it is
assumed that the only channel distortion introduced by the
channel is caused by the timing misalignments. Determin-
istic spreading sequences are used and the pdfs of each in-
terferer’s multiple access interference (MAI) are determined
as a function of timing offset. A Nakagami-m distribution
is fitted to the pdf of the total MAI power and the BER
pdf is obtained directly from this Nakagami-m pdf. Both
Walsh-Hadamard (WH) and Gold sequences are analyzed
and the mean BERs are compared amongst the two multiple
access systems for both sets of spreading sequences of vary-
ing lengths. The results suggest a higher resistance to MAI in
the MC-CDMA technique for the considered environment.

1. INTRODUCTION

Code Division Multiple Access (CDMA) is a very pop-
ular multiple access technique for which Direct-Sequence
CDMA (DS-CDMA) has been one of the prominent multiple
access schemes for the air interface for 3rd Generation cel-
lular systems normalization (W-CDMA, UMTS, cdma2000)
[1]. With the proposed combination of multicarrier mod-
ulation (MCM) with CDMA, Multicarrier CDMA (MC-
CDMA) [2] [3] is emerging as a possible candidate for the
air interface multiple access scheme for 4th Generation cel-
lular systems.

Multiple access interference (MAI) is one of the limiting
factors of CDMA systems in terms of bit-error-rate (BER)
performance. Ensuring orthogonal code properties mini-
mizes the effects of MAI over a synchronous channel, how-
ever, when users are asynchronous, as is the case over the
uplink channel, code orthogonality is lost and MAI produces
significant performance degradation.

In [4], asynchronous MC-CDMA was shown to out-
perform DS-CDMA over frequency-selective channels with
additive white Gaussian noise (AWGN) when the subcar-
rier bandwidths are such that each subcarrier is subject
to frequency nonselective fading. However, in [5] it was
shown that in a synchronous frequency-selective channel
with AWGN the performance of DS-CDMA and MC-CDMA
is similar. This suggests the difference between the two sys-
tems could lie in the asynchronous channel. This paper is
a contribution towards investigating the effect of the asyn-
chronous uplink channel on the performance of MC-CDMA

and DS-CDMA. We propose a statistical model for the MAI
power and BER pdfs for both MC-CDMA and DS-CDMA
systems where the only distortion introduced by the chan-
nel is caused by the random timing misalignments amongst
users.

The paper is organized as follows: Section 2 gives a de-
scription of the DS-CDMA and MC-CDMA systems consid-
ered. In Section 3 we propose a statistical model for the MAI
power based on the Nakagami-m distribution and derive sub-
sequently the pdf of the BER. Section 4 confirms the results
of Section 3 obtained through Monte Carlo simulations. Fi-
nally, Section 5 concludes the paper.

2. SYSTEM DESCRIPTION

A system of K asynchronous users � j � 1 ��������� K 	 transmitting
over the uplink channel is considered. The ith data symbol
of user j is denoted as b ji; all data is BPSK modulated and
i � i � d such that Pr 
 b ji ��� 1 
�� Pr 
 b ji � 1 
�� 0 � 5. Both
WH and Gold spreading sequences of spreading factor N are
considered and thus data symbols are represented by N sam-
ples in each system. With the timing offsets producing the
only channel distortion, the channel is represented by � 1 	 ,
where the timing offset of each user, τ j , is uniformly dis-
tributed over one symbol duration, Ts. The timing offsets are
quantized to integer multiples of Tc making τ j ��� 0 � N � 1 � .
Timing offsets are made with respect to the reference user,
denoted as user x, for which τx � 0.

c j � t 	�� δ � t � τ j 	 (1)

The DS-CDMA system structure considered is conven-
tional, employing spreading and despreading operations at
the transmitter and receiver respectively, followed by a
matched filter adapted to the rectangular shape of the data
and a decision device at the receiver. The MC-CDMA sys-
tem considered is described in [3] wherein the number of
subcarriers is equal to the spreading factor, N. The mul-
ticarrier modulation is implemented such that single chips
are modulated onto successive subcarriers and transmitted in
parallel. This is achieved by an N-point IFFT operation at
the transmitter [6][7] and the received signal is demodulated
by an N-point FFT operation at the receiver. No Cyclic Pre-
fix is added in the MCM due to the assumptions made on the
channel.
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3. PROBABILITY DENSITY FUNCTION
APPROXIMATIONS

3.1 MAI Analysis
The MAI is characterized by a symbol by symbol recovery
method, where the MAI contribution of user j in the recovery
of bxi is denoted by MAI jxi. Expressions for MAI jxi can be
seen in [8]. In a system of K � 1 interferers, the total MAI
incurred by the reference user, MAIxi, is represented by the
expression in � 2 	 for the offset vector τ � � τ1 ����� τK � ,
with τx � 0.

MAIxi � τ 	�� K

∑
j �� x

MAI jxi � τ j 	 (2)

As the interferers are assumed to produce independent
MAI contributions, the total MAI is Gaussian by the Cen-
tral Limit Theorem for a large number of interferers. For the
asynchronous environment presented, the values of MAI jxi
are dependent upon the data symbols b j � i � 1 � and b ji. Tak-
ing the expected value of MAI jxi with respect to these data
symbols gives E �MAI jxi ��� 0 ��� j. With the mean MAI pro-
duced by each interferer being zero, the interference power
produced by each interferer is equal to the variance of the
MAI, given by

σ2
jx � E � MAI2

jxi  (3)

This interference power is offset dependent due to the
cross-correlation properties of the assigned spreading se-
quences. An expression for the MAI power produced by each
interferer for a given offset, τ j, is represented by

σ2
jx � N � 1

∑
n � 0

αnδ � τ j � n 	 (4)

for all possible offset values in the range � 0 � N � 1 � . Here
αn � E ! MAI2

jxi � τ j � n 	#" represents the MAI power at τ j � n
and is calculated computationally.

Figure 1 illustrates an example of such an MAI power
distribution over possible timing offsets represented by the
expression in � 4 	 . This particular distribution considers Gold
sequences of spreading factor N � 63. From the expression
in � 4 	 , the discrete pdf of the interference power contributed
by each interferer, p $ σ2

jx % , is obtained by the expression in� 5 	 where Pr & ��' denotes probability. The resulting pdf can
take various forms depending on the distribution of the tim-
ing offsets, τ j. In this paper, τ j is uniformly distributed over
one symbol duration and it follows that the expression in � 5 	
reduces to that in � 6 	 .

Pr 
 σ2
jx � αk 
(� N � 1

∑
n � 0

Pr 
 τ j � n 
 δ � αn � αk 	 (5)

Pr 
 σ2
jx � αk 
)� N � 1

∑
n � 0

1
N

δ � αn � αk 	 (6)

As previously stated, the only distortion introduced by
the channel is caused by the timing offsets. The signal-
to-noise ratio (SNR) is therefore characterized by the to-
tal interference power, σ 2

x , incurred by the recovering user.
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Figure 1: (a) MAI Power Distribution Over Offset; (b) Dis-
crete pdf of Individual Interferer MAI Power

An expression for the total interference power is given in� 7 	 , where interferers are assumed to contribute independent
MAI powers. Equation � 7 	 is therefore a sum of independent
random variables and the pdf of σ 2

x , denoted as p * σ2
x + , can

be computed by K � 1 convolutions. This is represented in� 8 	 .
σ2

x � K

∑
j �� x

σ2
jx (7)

p * σ2
x + � p * σ2

1x +-, p * σ2
2x +-, ����� , p * σ2

Kx + (8)

3.2 Statistical Modeling of Interference Power pdf
In this section, the pdfs obtained by the convolutions in� 8 	 are fitted to the Nakagami-m distribution. In [9], the
Nakagami-m pdf for a random variable r was given as

p � r 	�� 2mmr2m � 1

Γ � m 	 Ωm exp ./� mr2

Ω 0 (9)

where m � E � r2  2 1 var * r2 + , Ω � E � r2  and Γ � m 	 is the
Gamma function given in � 10 	 . As in [9], by putting w � r2,
we can make use of the Nakagami-m pdf of the power w.
This pdf is obtained through the transformation p � w 	32 dw 24�
p � r 	32 dr 2 and is given in � 11 	 , where Ω is replaced by w̄ �
E �w � .

Γ � m 	5�76 ∞

0
xm � 1exp �8� x 	 dx (10)

p � w 	�� $ m
w̄ % m wm � 1

Γ � m 	 exp $ � mw
w̄ % (11)

Substituting our power variable, σ 2
x , into � 11 	 as w � σ 2

x
and replacing w̄ by ζ � E � σ2

x  , gives the expression of
p * σ2

x + in � 12 	 .
p * σ2

x + � . m
ζ 0 m * σ2

x + m � 1

Γ � m 	 exp . � mσ 2
x

ζ 0 (12)
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Figure 2: Nakagami-m pdfs of Total MAI Power; K=64,
N=64 (WH) & N=63 (Gold)

The results of the fittings for both systems are illustrated
in Fig. 2 for the use of WH sequences of N � 64 and Gold
sequences of N � 63. The solid curves represent the pdfs ob-
tained by the convolutions in � 8 	 and the Nakagami-m pdfs of
the power � 12 	 are represented by the dashed curves. The fit-
ting is very accurate for both sets of spreading sequences, and
is perfect for the MC-CDMA system using Gold sequences.

3.3 BER Analysis
Assuming perfect power control at the receiving base station,
the SNR, denoted by γ , is given by γ � 1 1 σ 2

x . For BPSK
modulated data, the probability of bit-error is directly related
to the SNR. From the Complementary Gaussian Cumulative
Distribution Function, the BER is obtained by the expression
in � 13 	 [10].

Pe � Q �:9 γ 	-� Q . 1
σx 0 (13)

The pdf of the BER can be obtained through the trans-
formation p � Pe 	32 dPe 2;� p * σ2

x +=<< dσ 2
x << . This transformation

is represented in � 14 	 , which becomes � 15 	 after the substi-
tution of the expression in � 12 	 .

p � Pe 	�� p * σ2
x + 2 <<< * σ2

x + 3 > 2 <<<<<<<Q ? . 19 σ 2
x 0 <<<<

(14)

p � Pe 	�� 2 $ m
ζ % m � σ 2

x 	 m @ 1

Γ � m � exp $A� mσ 2
x

ζ % <<< * σ2
x + 3 > 2 <<<<<<<Q ?�. 19 σ 2

x 0 <<<<
(15)

The BER pdfs of both systems for WH and Gold se-
quences of N � 64 and N � 63 respectively can be seen
in Fig. 3. As is evident from the figure, the pdfs of the
MC-CDMA system are distributed over the lower end of the
BER scale for both sets of spreading sequences, in contrast
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Figure 3: BER pdfs; K=64, N=64 (WH) & N=63 (Gold)
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Figure 4: Mean BER as a Function of Spreading Factor

to those of the DS-CDMA system. The systems using Gold
sequences exhibit lower standard deviations of BER values
in comparison to the systems using WH sequences for which
the pdf is more dispersed about the mean.

The mean BER values are easily calculated from the BER
pdfs. Figure 4 shows the mean BER values as a function of
spreading factor for WH and Gold sequences of N � 8 � 32 �
64 � 128 and N � 7 � 31 � 63 � 127 respectively. After the initial
increase in the mean BER value, the curves show little per-
formance dependence on the spreading factor. The curves
show a clear distinction between the BER performances of
the MC-CDMA and DS-CDMA systems, for which the MC-
CDMA systems offer a better performance. Moreover, there
is a negligible difference between the mean BER perfor-
mances under the use of WH and Gold sequences for the
MC-CDMA system considered. The results suggest a higher
resistance to MAI in the MC-CDMA technique considered
in comparison to the DS-CDMA system for the considered
transmission scenario.
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4. SIMULATION RESULTS

In this section we confirm the results of the previous section
through Monte Carlo simulations. The DS-CDMA and MC-
CDMA systems considered in this paper have been simulated
for WH and Gold codes with spreading factors N � 8 � 32 �
64 � 128 and N � 7 � 31 � 63 � 127 respectively. To ensure a fair
comparison between the two multiple access techniques, the
number of users in the system, K, was taken as N and N B 1
under the use of WH and Gold sequences respectively.

Histograms of σ 2
x values were produced through Monte

Carlo simulations for each of the systems to observe the ac-
curacy of the previous calculations. Each histogram con-
sisted of 10000 different randomly generated offset vectors,
τ , for which τ j was uniformly distributed over the interval� 0 � N � 1 � . Figure 5 demonstrates the close approximation of
the histogram to the total interference power pdf, p * σ2

x + , for
both the MC-CDMA and DS-CDMA systems using WH se-
quences of N � 64. The smooth curves represent the approx-
imations of p * σ2

x + obtained from the convolutions in � 8 	 ,
while the jagged curves represent the histograms produced
by the Monte Carlo simulations.

Similar histograms were produced for the BER pdfs
through Monte Carlo simulations. Figure 6 shows the BER
histograms for both systems using WH codes of N � 64.
Again, the smooth curves represent the analytical approxi-
mation, while the jagged curves represent the Monte Carlo
histograms. The results show a good approximation for both
of the multiple access techniques. Similar plots to Figures 5
and 6 are available for the use of Gold sequences but have
been omitted in this paper.

5. CONCLUSION

A statistical model for the MAI power and the BER pdfs
of asynchronous MC-CDMA and DS-CDMA was proposed.
The total MAI power was fitted to the Nakagami-m dis-
tributed for both WH and Gold sequences. The mean BERs
obtained by the BER pdfs suggest a higher resistance to MAI
in the MC-CDMA technique for the considered environment.
The results also show negligible differences in the BER per-
formance for the use of WH and Gold sequences in the MC-
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CDMA system.

REFERENCES

[1] J. S. Blogh and L. Hanzo, Third-Generation Systems and
Intelligent Wireless Networking: Smart Antennas and
Adaptive Modulation, John-Wiley & Sons, 2002.

[2] N. Yee, J.-P. Linnartz, and G. Fettweis, “Multi-carrier
CDMA in Indoor Wireless Radio Networks,” in Proc.
IEEE PIMRC’93, Sept. 1993, pp. 109-113.

[3] S. Hara and R. Prasad, “Overview of multicar-
rier CDMA,” IEEE Communications Magazine,
vol. 36, pp. 126-133, Dec. 1997.

[4] X. Gui and T. Ng, “Performance of asynchronous or-
thogonal multicarrier CDMA system in frequency selec-
tive fading channel,” IEEE Transactions on Communica-
tions, vol. 47, pp. 1084-1091, July 1999.

[5] S. Hara and R. Prasad, “Design and performance of mul-
ticarrier CDMA system in frequency- selective rayleigh
fading channels,” IEEE Transactions on Vehicular Tech-
nology, vol. 48, pp. 1584-1595, Sept. 1999.

[6] J. A. C. Bingham, “Multicarrier modulation for data
transmission: an idea whose time has come,” IEEE Com-
munications Magazine, vol. 28, pp. 5-14, 1990.

[7] Z. Wang and G. B. Giannakis, “Wireless multicarrier
communications; where Fourier meets Shannon,” IEEE
Signal Processing Magazine, pp. 29-48, May 2000.

[8] D. Carey, D. Roviras and B. Senadji, “Comparison
of multiple access interference in asynchronous MC-
CDMA and DS-CDMA systems,” in Proc. ISSPA ’03,
July 2003, pp. 351-354.

[9] M. D. Yacoub, J. E. V. Bautista and
L. Guerra de Rezende Guedes, “On higher order
statistics of the Nakagami-m distribution,” IEEE
Transactions on Vehicular Technology, vol. 48, pp. 790-
794, May 1999.

[10] J. G. Proakis, Digital Communications, 4th

ed., McGraw-Hill, 2001.

2086


	Index
	EUSIPCO 2004 Home Page
	Conference Info
	Exhibition
	Welcome message
	Venue access
	Special issues
	Social programme
	On-site activities
	Committees
	Sponsors

	Sessions
	Tuesday 7.9.2004
	TueAmPS1-Coding and Signal Processing for Multiple-Ante ...
	TueAmSS1-Applications of Acoustic Echo Control
	TueAmOR1-Blind Equalization
	TueAmOR2-Image Pyramids and Wavelets
	TueAmOR3-Nonlinear Signals and Systems
	TueAmOR4-Signal Reconstruction
	TueAmPO1-Filter Design
	TueAmPO2-Multiuser and CDMA Communications
	TuePmSS1-Large Random Matrices in Digital Communication ...
	TuePmSS2-Algebraic Methods for Blind Signal Separation  ...
	TuePmOR1-Detection
	TuePmOR2-Image Processing and Transmission
	TuePmOR3-Motion Estimation and Object Tracking
	TuePmPO1-Signal Processing Techniques
	TuePmPO2-Speech, Speaker, and Emotion Recognition
	TuePmSS3-Statistical Shape Analysis and Modelling
	TuePmOR4-Source Separation
	TuePmOR5-Adaptive Algorithms for Echo Compensation
	TuePmOR6-Multidimensional Systems and Signal Processing
	TuePmPO3-Channel Estimation, Equalization, and Modellin ...
	TuePmPO4-Image Restoration, Noise Removal, and Deblur

	Wednesday 8.9.2004
	WedAmPS1-Brain-Computer Interface - State of the Art an ...
	WedAmSS1-Performance Limits and Signal Design for MIMO  ...
	WedAmOR1-Signal Processing Implementations and Applicat ...
	WedAmOR2-Continuous Speech Recognition
	WedAmOR3-Image Filtering and Enhancement
	WedAmOR4-Machine Learning for Signal Processing
	WedAmPO1-Parameter Estimation: Methods and Applications
	WedAmPO2-Video Coding and Multimedia Communications
	WedAmSS2-Prototyping for MIMO Systems
	WedAmOR5-Adaptive Filters I
	WedAmOR6-Speech Analysis
	WedAmOR7-Pattern Recognition, Classification, and Featu ...
	WedAmOR8-Signal Processing Applications in Geophysics a ...
	WedAmPO3-Statistical Signal and Array Processing
	WedAmPO4-Signal Processing Algorithms for Communication ...
	WedPmSS1-Monte Carlo Methods for Signal Processing
	WedPmSS2-Robust Transmission of Multimedia Content
	WedPmOR1-Carrier and Phase Recovery
	WedPmOR2-Active Noise Control
	WedPmOR3-Image Segmentation
	WedPmPO1-Design, Implementation, and Applications of Di ...
	WedPmPO2-Speech Analysis and Synthesis
	WedPmSS3-Content Understanding and Knowledge Modelling  ...
	WedPmSS4-Poissonian Models for Signal and Image Process ...
	WedPmOR4-Performance of Communication Systems
	WedPmOR5-Signal Processing Applications
	WedPmOR6-Source Localization and Tracking
	WedPmPO3-Image Analysis
	WedPmPO4-Wavelet and Time-Frequency Signal Processing

	Thursday 9.9.2004
	ThuAmSS1-Maximum Usage of the Twisted Pair Copper Plant
	ThuAmSS2-Biometric Fusion
	ThuAmOR1-Filter Bank Design
	ThuAmOR2-Parameter, Spectrum, and Mode Estimation
	ThuAmOR3-Music Recognition
	ThuAmPO1-Image Coding and Visual Quality
	ThuAmPO2-Implementation Aspects in Signal Processing
	ThuAmSS3-Audio Signal Processing and Virtual Acoustics
	ThuAmSS4-Advances in Biometric Authentication and Recog ...
	ThuAmOR4-Decimation and Interpolation
	ThuAmOR5-Statistical Signal Modelling
	ThuAmOR6-Speech Enhancement and Restoration I
	ThuAmPO3-Image and Video Watermarking
	ThuAmPO4-FFT and DCT Realization
	ThuPmSS1-Information Transfer in Receivers for Concaten ...
	ThuPmSS2-New Directions in Time-Frequency Signal Proces ...
	ThuPmOR1-Adaptive Filters II
	ThuPmOR2-Pattern Recognition
	ThuPmOR3-Rapid Prototyping
	ThuPmPO1-Speech/Audio Coding and Watermarking
	ThuPmPO2-Independent Component Analysis, Blind Source S ...
	ThuPmSS3-Affine Covariant Regions for Object Recognitio ...
	ThuPmOR4-Source Coding and Data Compression
	ThuPmOR5-Augmented and Virtual 3D Audio
	ThuPmOR6-Instantaneous Frequency and Nonstationary Spec ...
	ThuPmPO3-Adaptive Filters III
	ThuPmPO4-MIMO and Space-Time Communications

	Friday 10.9.2004
	FriAmPS1-Getting to Grips with 3D Modelling
	FriAmSS1-Nonlinear Signal and Image Processing
	FriAmOR1-System Identification
	FriAmOR2-xDSL and DMT Systems
	FriAmOR3-Speech Enhancement and Restoration II
	FriAmOR4-Video Coding
	FriAmPO1-Loudspeaker and Microphone Array Signal Proces ...
	FriAmPO2-FPGA and SoC Realizations
	FriAmSS2-Nonlinear Speech Processing
	FriAmOR5-OFDM and MC-CDMA Systems
	FriAmOR6-Generic Audio Recognition
	FriAmOR7-Image Representation and Modelling
	FriAmOR8-Radar and Sonar
	FriAmPO3-Spectrum, Frequency, and DOA Estimation
	FriAmPO4-Biomedical Signal Processing
	FriPmSS1-DSP Applications in Advanced Radio Communicati ...
	FriPmOR1-Array Processing
	FriPmOR2-Sinusoidal Models for Music and Speech
	FriPmOR3-Recognizing Faces
	FriPmOR4-Video Indexing and Content Access


	Authors
	All authors
	A
	B
	C
	D
	E
	F
	G
	H
	I
	J
	K
	L
	M
	N
	O
	P
	Q
	R
	S
	T
	U
	V
	W
	X
	Y
	Z
	Ö

	Papers
	All papers
	Papers by Sessions
	Papers by Topics

	Topics
	1. DIGITAL SIGNAL PROCESSING
	1.1 Filter design and structures
	1.2 Fast algorithms
	1.3 Multirate filtering and filter banks
	1.4 Signal reconstruction
	1.5 Adaptive filters
	1.6 Sampling, Interpolation, and Extrapolation
	1.7 Other
	2. STATISTICAL SIGNAL AND ARRAY PROCESSING
	2.1 Spectral estimation
	2.2 Higher order statistics
	2.3 Array signal processing
	2.4 Statistical signal analysis
	2.5 Parameter estimation
	2.6 Detection
	2.7 Signal and system modeling
	2.8 System identification
	2.9 Cyclostationary signal analysis
	2.10 Source localization and separation
	2.11 Bayesian methods
	2.12 Beamforming, DOA estimation, and space-time adapti ...
	2.13 Multichannel signal processing
	2.14 Other
	3. SIGNAL PROCESSING FOR COMMUNICATIONS
	3.1 Signal coding, compression, and quantization
	3.2 Modulation, encoding, and multiplexing
	3.3 Channel modeling, estimation, and equalization
	3.4 Joint source - channel coding
	3.5 Multiuser communications
	3.6 Multicarrier systems
	3.7 Spread-spectrum systems and interference suppressio ...
	3.8 Performance analysis, optimization, and limits
	3.9 Broadband networks and subscriber loops
	3.10 Application-specific systems and implementations
	3.11 MIMO and Space-Time Processing
	3.12 Synchronization
	3.13 Cross-Layer Design
	3.14 Ultrawideband
	3.15 Other
	4. SPEECH PROCESSING
	4.1 Speech production and perception
	4.2 Speech analysis
	4.3 Speech synthesis
	4.4 Speech coding
	4.5 Speech enhancement and noise reduction
	4.6 Isolated word recognition and word spotting
	4.7 Continuous speech recognition
	4.8 Spoken language systems and dialog
	4.9 Speaker recognition and language identification
	4.10 Other
	5. AUDIO AND ELECTROACOUSTICS
	5.1 Active noise control and reduction
	5.2 Echo cancellation
	5.3 Psychoacoustics
	5.5 Audio coding
	5.6 Signal processing for music
	5.7 Binaural systems
	5.8 Augmented and virtual 3D audio
	5.9 Loudspeaker and Microphone Array Signal Processing
	5.10 Other
	6. IMAGE AND MULTIDIMENSIONAL SIGNAL PROCESSING
	6.1 Image coding
	6.2 Computed imaging (SAR, CAT, MRI, ultrasound)
	6.3 Geophysical and seismic processing
	6.4 Image analysis and segmentation
	6.5 Image filtering, restoration and enhancement
	6.6 Image representation and modeling
	6.7 Digital transforms
	6.9 Multidimensional systems and signal processing
	6.10 Machine vision
	6.11 Pattern Recognition
	6.12 Digital Watermarking
	6.13 Image formation and computed imaging
	6.14 Image scanning, display and printing
	6.15 Other
	7. DSP IMPLEMENTATIONS, RAPID PROTOTYPING, AND TOOLS FO ...
	7.1 Architectures and VLSI hardware
	7.2 Programmable signal processors
	7.3 Algorithms and applications mappings
	7.4 Design methodology and rapid prototyping
	7.6 Fast algorithms
	7.7 Other
	8. SIGNAL PROCESSING APPLICATIONS
	8.1 Radar
	8.2 Sonar
	8.3 Biomedical processing
	8.4 Geophysical signal processing
	8.5 Underwater signal processing
	8.6 Sensing
	8.7 Robotics
	8.8 Astronomy
	8.9 Other
	9. VIDEO AND MULTIMEDIA SIGNAL PROCESSING
	9.1 Signal processing for media integration
	9.2 Components and technologies for multimedia systems
	9.4 Multimedia databases and file systems
	9.5 Multimedia communication and networking
	9.7 Applications
	9.8 Standards and related issues
	9.9 Video coding and transmission
	9.10 Video analysis and filtering
	9.11 Image and video indexing and retrieval
	10. NONLINEAR SIGNAL PROCESSING AND COMPUTATIONAL INTEL ...
	10.1 Nonlinear signals and systems
	10.2 Higher-order statistics and Volterra systems
	10.3 Information theory and chaos theory for signal pro ...
	10.4 Neural networks, models, and systems
	10.5 Pattern recognition
	10.6 Machine learning
	10.9 Independent component analysis and source separati ...
	10.10 Multisensor data fusion
	10.11 Other
	11. WAVELET AND TIME-FREQUENCY SIGNAL PROCESSING
	11.1 Wavelet Theory
	11.2 Gabor Theory
	11.3 Harmonic Analysis
	11.4 Nonstationary Statistical Signal Processing
	11.5 Time-Varying Filters
	11.6 Instantaneous Frequency Estimation
	11.7 Other
	12. SIGNAL PROCESSING EDUCATION AND TRAINING
	13. EMERGING TECHNOLOGIES

	Search
	Help
	Browsing the Conference Content
	The Search Functionality
	Acrobat Query Language
	Using Acrobat Reader
	Configurations and Limitations

	About
	Current paper
	Presentation session
	Abstract
	Authors
	Daniel Carey
	Bouchra Senadji
	Daniel Roviras



