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ABSTRACT
This paper proposed a mixed time and frequency domain ap-
proximation algorithm that approximates a high order FIR
filter using an IIR filter with lower order. The high order
FIR filter is first shortened by an eigenfilter based time do-
main equalizer. The equalization residue is approximated in
the spectral domain using, for example, the minimax criteria,
such that the two approximation filters will join together to
form the resulting IIR filter. The mixed time and frequency
design criteria is based on the observation that both time and
frequency domain property are important and inherently in-
efficient when used alone. Design examples have shown that
the proposed design method can obtain very good approxi-
mation in both the impulse response and spectral response
of the given filter which cannot be obtained by other design
techniques.

1. INTRODUCTION

Digital FIR filters have been used extensively due to its ease
of design and implementation. Numerous design techniques,
both in time and frequency domain, have been reported [1]-
[5] and their behaviors are well understood. On the other
hand, despite having less computational complexity when
compared to that of FIR filter with similar design specifica-
tion, digital IIR filters are generally less used. Due to their
recursive nature, it is harder to design IIR filters that meet de-
sign specifications than their FIR counterparts. In addition,
linear phase cannot be achieved in IIR filters unless they are
non-causal. Greater care also has to be taken during imple-
mentation since any quantization error incurred in the pro-
cess will be fed back in the recursive loop, amplifying the er-
ror as time persists. However, their computational efficiency
has attracted a flurry of studies in the area.

The Prony method [5] and least squares inverse algorithm
[6] are classified as time-domain based direct methods that
treats the IIR design problem as an approximation problem
by truncating an infinitely long rational function, i.e. the IIR
filter impulse response, to approximate a polynomial with fi-
nite terms, i.e. the FIR filter impulse response. In [5], the
problem of minimizing the error between the desired FIR fil-
ter and the IIR filter led to a set of over-determined linear
equations where the solution is given by the pseudoinverse.
[6] approached the problem by constraining the numerator
of the IIR filter to be one of the spectral factor of the FIR
filter and minimizing the error between the other spectral
factor and the inverse of the denominator by approximating
their product using a zero order constant unit polynomial.

The work described in this paper has been supported by the Re-
search Grants Council of Hong Kong, China (Project no. CERG
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This guarantees the resulting IIR filter to be stable. However,
finding the minimum error requires (M+1)2 multiplications,
with M being the order of the denominator, due to the use of
the Levinson algorithm. [12] also derived the solution to the
design problem in the time domain which did not treat the
problem as an approximation problem. Instead, the method
in [12] minimizes a cost function of the error in the differ-
ence equation and solved the problem using an eigenfilter
formulation to obtain a global minimum solution for the er-
ror. Model reduction techniques [7][8] based on state-space
formulation that uses the same idea as the truncation meth-
ods above have also been applied to IIR filter design [9][10].
However, minimizing the truncation error will lead to an L 2
approximation problem which places no provision on the fre-
quency response, resulting in poor spectral response. As a
result, large differences in the spectral domain between the
given FIR filter and the designed filter may occur. On the
other hand, minimizing the spectral difference between the
given FIR filter and that of the designed filter places no pro-
vision on the time-domain truncation problem and thus will
result in awkward impulse response and undesired phase re-
sponse. Therefore, time domain or frequency domain design
methods alone are considered to be undesirable. We propose
to tackle the IIR design problem in both the time and fre-
quency domain. We called this the mixed-domain technique.
We first approximate the desired FIR impulse response by
designing a shortening filter in the time-domain under the L 2-
norm criteria. The shortening filter turns out to be the denom-
inator of the IIR filter. The problem can be formulated into
a Rayleigh quotient which makes finding the global optimal
easier because any optimal solution is the global one. The re-
sulting coefficients are called eigenfilter [11]. A consequence
of the shortening is an increase in oscillation around the band
edge (Gibb’s phenomenon) in the frequency domain. To mit-
igate such an effect, we propose to design the numerator of
the IIR filter to minimize the maximum spectral difference
between the shortened FIR filter and the numerator response
of the resulting IIR filter, which is the L∞-norm criteria. The
resulting IIR filter is able to achieve lower stopband attenua-
tion than the eigenfilter-based method in [12]. The derivation
will be outlined in Section 2, followed by design examples
and comparisons with the eigenfilter-based formulation [12]
in Section 3. The paper is concluded in Section 4.

2. METHODOLOGY

The digital IIR filter design problem can be treated as an ap-
proximation problem that approximates a finite termed poly-
nomial, i.e. the FIR filter impulse response hd(n), with a
truncated rational function, i.e. the IIR filter impulse re-
sponse b(n)

a(n) . This is called Padé approximation [13], which
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is analogous to the Taylor series approximation of approxi-
mating a polynomial with another one of finite terms. The
approximation error is then attributed to the remaining terms
in the partial fraction b(n)

a(n) . The terms that are omitted are
called the tail of the partial fraction. Define

ε2(z) �
∣∣∣∣B(z)
A(z)

−Hd(z)
∣∣∣∣
2

to be the squared error of the frequency response between
the desired FIR filter, Hd(z), and the IIR filter to be designed,
B(z)
A(z) . For simplicity, an equivalent formulation

E2(z) = A2(z)ε2(z) = |B(z)−A(z)Hd(z)|2
known as the total squared error is considered. For the IIR
filter to be feasible, E2(z) has to be minimized while the or-
der of b[n] and a[n], the inverse z-transform of B(z) and A(z),
respectively, has to be less than the order of hd [n], the in-
verse z-transform of Hd(z). We can treat the IIR filter design
problem as designing two FIR filters with coefficient a =
[a[0],a[1], . . . ,a[na −1]]† and b = [b[0],b[1], . . . ,b[nb −1]]†,
where † is the conjugate transpose, and na and nb are the
length of a and b, respectively. Let N be the length of h d[n],
choosing na < N, we can design a such that the resulting
length of Hd(z)A(z) is smaller than N so that B(z) is designed
to approximate Hd(z)A(z) with nb < N. Then a[n] can be
viewed as a shortening filter to shorten the length of h d [n] in
order to approximate b[n] as close as possible. As will be
seen in the sequel, a is formulated as an orthonormal vector,
thus the overall energy of the shortened response will be con-
served after the shortening, resulting in an increase in ampli-
tude of the shortened response in a small window. The com-
bined effect of the truncation and increased amplitude will
magnify the Gibb’s phenomenon in the frequency domain.
To find the IIR filter that approximates a shortened FIR fil-
ter and simultaneously mitigates the Gibb’s phenomenon, we
propose to design the coefficient b[n] in the minimax sense
so as to minimize the maximum peak amplitude in the fre-
quency domain that is incurred during the shortening pro-
cess. This will lower the stopband attenuation of the IIR filter
in the frequency domain.

Before formulating the objective function, we must first
define the following terms. Let Leff � N + na − 1 be the
length of the convolution result between hd [n] and a[n]. Then
the shortening can be formulated by using the convolution
matrix of hd[n], Hd ∈ RLeff×na , the window function W ∈
RLeff×Leff and its complement W ∈ RLeff×Leff . They are de-
fined as:

Hd �




hd[0] 0 · · · 0

hd[1] hd[0]
. . .

...
... hd[1]

. . . 0

hd[N −1]
...

. . . hd[0]
...

. . .
. . .

...

0
...

. . . hd[N −1]




,

W �
[

0∆ 0 0
0 Ip 0
0 0 0Leff−p−∆

]
and W � ILeff −W,

where ILeff is an identity matrix of size Leff. In the design
examples below, the width of the window, p, is determined
by the number of samples in the filtering result which have
values that are within 10% to 100% of the peak value mag-
nitude. However, other criteria can be used. The delay, ∆,
has to be estimated since we do not know what combina-
tion of na and nb will give us the optimum approximation
result. To shorten the tail, we minimize the tail energy un-
der the L2-norm criteria. To do that, let H1 = WHd and
H2 = χ

(
Hd;W

)
, where the χ(A;W) operator takes the

matrix A as an input argument and the window matrix W
as a parameter such that it concatenates the 1st row of A to
the ∆th row and the (∆ + p + 1)th row to the last row of A
into one matrix:

Hd =

[ H2t
H1
H2b

]
⇒ H2 = χ [Hd;W] =

[
H2t
H2b

]
.

The cost function for designing the shortening filter can be
stated as:

J2 = ‖H2a‖2. (1)

Without loss of generality, we assumed that a†a = 1 to avoid
trivial solution,

J2 =
v†H†

2H2v
v†v

=
v†Qv
v†v

,

where Q � H†
2H2 is a Hermitian matrix. Since J2 is

a Rayleigh quotient, the minimum value is the minimum
eigenvalue of Q and the corresponding eigenvector will ren-
der such a value for J2. Therefore, to minimize J2, the short-
ening filter coefficient a is chosen to be the eigenvector that
corresponds to the minimum eigenvalue of Q. Since Q is a
Hermitian matrix, a is an orthonormal vector.

Since the shortening will contribute to an increase in os-
cillation in the band edge of the resulting filter in the fre-
quency domain, and the possibility of imperfect shortening,
we cannot simply use the shortening result as b. Instead, we
need to minimize the maximum of the ripple in order to mini-
mize the effect the oscillation has on the frequency response.
Thus, a mixed-domain design is needed. The cost function
for the minimax optimization problem can be stated as:

J∞ = ‖WM×nbb−WM×LeffHda‖∞, (2)

where WM×P is a M× P DFT matrix. Before minimizing
J∞, we need to account for the fact that the boundary of the
shortening filter may not monotonically decrease to zero. In
order to minimize the boundary effect of the shortened filter,
a Hamming window is used to extract the shortened filter
impulse response that will be approximated by b in (2). The
size of the Hamming window is large enough such that it
extracts the entire unshortened portion of Hda. In the design
examples, the size is chosen to be twice as long as the length
of a. The Remez exchange algorithm in MATLAB is then
used to minimize J∞ using nb and the frequency response of
Hda, sampled on a dense grid, as input parameters.
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3. RESULTS

We present design examples using our method. The desired
FIR filter response was generated by using the frequency
sampling technique. The ideal amplitude response is:

|Hi(e jω)| =



1 ,0 ≤ ω ≤ ωp
(δs−1)ω−δsωp+ωs

ωs−ωp
,ωp < ω < ωs

δs ,ωs ≤ ω ≤ π
,

where ωp is the passband band edge, ωs is the stopband
band edge, and δs is the stopband ripple size. ωp, ωs and
δs are equal to 0.3, 0.6 and 1× 10−4 (-80 dB), respectively,
during the simulation. A first-order spline function is used
for the transition function. The actual desired FIR filter im-
pulse response, hd [n], is obtained by performing inverse DFT
on |Hi(e jω)| with the number of DFT points equals to the
length of the desired FIR filter, N. Using hd [n], compar-
isons are made between our mixed-domain technique with
the eigenfilter-based technique in [12].

Figure 1 shows the original and shortened impulse re-
sponse hd[n] for length N = 61, ωp = 0.3, and ωs = 0.6. Fig-
ure 2 and 3 compares the frequency magnitude response be-
tween the mixed-domain designed IIR filter, the eigenfilter-
based IIR filter [12] and the desired FIR filter when the
N = 61 and 513, respectively, with ωp = 0.3, and ωs = 0.6.
Table 1 shows the stopband attenuation of the IIR filter de-
signed with the mixed-domain technique (labeled as md) and
the IIR filter designed using the eigenfilter-based technique
(labeled as eig). The stopband attenuation is measured from
0 dB to the 1st sidelobe. As shown in the table, our de-
sign was able to achieve higher stopband attenuation than
that of the eigenfilter-based technique given the same order
for the IIR filter. This is due to the minimization of the
maximum amplitude in the frequency domain. Our design
was able to approximate the passband of the desired FIR fil-
ter very well. However, the eigenfilter-based design suffers
from occasional anomalies near the stopband band edge in
the N = 61,nb = 9,na = 9 and N = 513,nb = 17,na = 17
cases. In the latter, a spike appears to account for the
sudden drop in the transition band. The eigenfilter-based
technique also suffers from higher computational complex-
ity compared to our method since it requires performing the
eigen-decomposition on a matrix with a high number of di-
mensions derived partly from the entire convolution matrix
of hd[n]. On the other hand, the eigen-decomposition per-
formed for the mixed-domain design is on a smaller matrix
which is derived from only the tail portion of the convolu-
tion result. For example, when N = 513,nb = 21,na = 21,
the eigenfilter-based method needs to carry out an eigen-
decomposition on a 42× 42 matrix, while our method only
performs the decomposition on a 21×21 matrix. In fact, the
dimension of matrix is equal to na so that we can trade-off be-
tween the shortening performance and the complexity. The
frequency response of the resulting filter is shown to be very
sensitive to the delay ∆ and can be obtained by performing an
exhaustive search. However, further investigation on an more
efficient way of acquiring ∆ is needed in order to further re-
duce the complexity. Figure 4 shows the phase response of
mixed-domain designed IIR filter with N = 513, w p = 0.3,
ws = 0.6 for both nb = na = 17 and 21. It shows that our de-
sign cannot only approximate the amplitude response of the
desired FIR response, but can also achieve near linear phase

in the passband as well.
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Figure 1: Impulse Response of Desired FIR filter, N = 61,
ωp = .3, ωs = 0.6. a) Original. b) Shortened.
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Figure 2: Frequency Response of IIR filters (Mixed-Domain
and Eigenfilter ([12])), and Desired FIR filter, N = 61, ωp =
.3, ωs = 0.6. a) nb = 9, na = 9. b) nb = 13, na = 13.
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Figure 3: Frequency Response of IIR filters (Mixed-Domain
and Eigenfilter ([12])), and Desired FIR filter, N = 513, ωp =
.3, ωs = 0.6. a) nb = 17, na = 17. b) nb = 21, na = 21.

Table 1: Stopband Attenuation in dB for the IIR Filter using
Mixed-Domain Method (md), and Eigenfilter-based Method
([12]) (eig), ωp = 0.3, ωs = 0.6

N = 61 N = 513
md eig md eig

nb = 9, na = 9 70 34 nb = 17, na = 17 100 52
nb = 13, na = 13 80.5 62 nb = 21, na = 21 128 67

123



0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
−20

0

20

40

60

80

100

120

140

160

180

w

de
gr

ee

Phase response for Mixed−Domain, N = 513, w
p
 = 0.3, w

s
 = 0.6, n

b
 = 17, n

a
 = 17

(a)

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
−20

0

20

40

60

80

100

120

140

160

180

w
de

gr
ee

Phase response for Mixed−Domain, N = 513, w
p
 = 0.3, w

s
 = 0.6, n

b
 = 21, n

a
 = 21

(b)

Figure 4: Phase Response of Mixed-Domain Designed IIR
Filter filters , N = 513, ωp = .3, ωs = 0.6. a) nb = 17, na =
17. b) nb = 21, na = 21.

4. CONCLUSION

We have formulated the digital IIR filter design problem
into an approximation problem by truncating or shortening
the tail of the rational function (the FIR impulse response).
Since a large peak error in the frequency domain is incurred
from the shortening, by minimizing the maximum error in
the frequency domain, a higher stopband attenuation can be
achieved. The minimization in the frequency domain pro-
vided us with the design freedom to approximate a desired
FIR filter as close as possible with reduction in the computa-
tional complexity. The shortening is formulated as an eigen-
filter problem while the minimax optimization is done using
the famous Remez exchange algorithm to offset the shorten-
ing effect. We have shown that our design achieves lower
stopband attenuation than the eigenfilter-based method pro-
posed by [12]. Our design can also achieve near linear phase
in the passband.
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