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ABSTRACT

A common misconception asserts that to increase capac-
ity in a CDMA network, one has to increase the number
of cells. In this contribution, we show that, depending on
the path loss, the size of the network and the fading chan-
nel statistics, the code orthogonal gain (due to the synchro-
nization of all the users at the base station) can compensate
and even compete in many cases with the drawbacks due
to inter-cell interference. The results are especially realis-
tic and useful for the design of dense small scale networks
(stadium, mall...)

1. INTRODUCTION

An important problem that arises in the design wireless net-
works concerns the deployment of an efficient architecture
to cover the users. Increasing the number of cells in a given
area yields indeed a better coverage but increases at the
same time inter-cell interference. The gain provided by a
cellular approach is not at all straightforward and depends
on many parameters: path loss, receiving filter, SNR, chan-
nel characteristics. Although very complex, this contribu-
tion is a first step into analyzing the problem. A useful
framework is provided in order to determine the optimal
base station coverage for a downlink CDMA network con-
sidering wireless frequency selective channels where each
user is equipped with a matched filter. This framework il-
lustrates the case where a service provider must optimize
the deployment of base stations in an instantaneous over-
crowded area to ease the traffic (for example, along a mo-
torway or in a stadium during a football game). In order
to obtain interpretable expression, the problem is analyzed
in the asymptotic regime for very dense networks (the total
number of users N tends to infinity, the number of users K
per cell tends to infinity but the ratio K

N → α is constant) by
using tools of free probability theory [1]. Previous studies
have already studied the capacity of a CDMA multi-cell net-
work in the uplink scenario [2] with Wyner’s model or with
simple interference models [3]. However, none has taken
explicitly into account the impact of the code structure (or-
thogonality or not) and the multi-path channel characteris-
tics. The remainder of the paper is organized as follows: in

section 2, the CDMA cellular model is described. In sec-
tion 3, the capacity of a cellular CDMA scheme is derived.
Finally, in section 4, some discussions are provided on the
the behavior of the capacity with respect to the path loss and
channel statistics

2. CDMA CELLULAR MODEL

2.1. Cellular Model

Without loss of generality and in order to ease the under-
standing, we focus our analysis on a one dimensional (1D)
network. This scenario represents for example the case of
the deployment of base stations along a motorway of length
L (users i.e cars are supposed to move along the motorway).
Some discussions on the 2D case are provided in section
4.4. Each base station is supposed to cover a region of
length αL (see figure 1) (0 ≤ α ≤ 1). The goal of this con-
tribution is to determine the optimal number α. The total
number of users1, the number of users per base station2, the
density of the network are respectively denoted by N, K,
d. The number of base stations in the network is given by:
L

αL = 1
α = N

K (inverse of the load). Note that N, d and L are
fixed whereas K = αdL varies with α. The coordinates of a
base station mp,0 ≤ p ≤ 1

α −1 are given by: mp = αL
2 + pL.

2.2. Downlink CDMA Model

The receiving signal of user l in cell p of a downlink CDMA
system can be written in the following form:

y(xl) = ∑
i

√
Pi(xl)HiWisi + b (1)

xl are the coordinates of user l in cell p. y(xl) is the
N × 1 received vector, si = [si(1), ...,si(K)]T is the K × 1
transmit vector of cell i, b = [b(1), ...,b(N)]T is an N × 1
noise vector with zero mean variance σ2 Gaussian inde-
pendent entries. Pi(xl) represents the path loss between

1Note that we are not neglecting border effects as all the users are within
the region L.

2We assume that the users are uniformly distributed so that each base
station has K users.
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Fig. 1. Representation of the Cellular Model

base station mi and the user xl whereas matrix Hi repre-
sents the frequency selective channel between user l and
base station mi. Each base station has an N ×K code matrix
Wi = [w1

i , ...,w
K
i ]. The user l is subject to intra-cell interfer-

ence from cell p as well as inter-cell interference from cell
i = 0, ..., p−1, p+ 1, ..( 1

α −1).

2.3. Assumptions

The following assumptions are rather technical in order to
simplify the analysis.
Channel model: Let [| hi(1) |2, ..., | hi(N) |2] be the eigen-
values of HiHH

i
3 . The following ergodic assumption on

the channel will be considered4. For each continuous
bounded function f : R → R, limN→+∞

1
N ∑N

k=1 f (|hk|2) =∫
f (t)p(t) dt almost surely. In other words, we assume that

the empirical channel distribution converges weakly to the
limiting distribution given by the probability density func-
tion p(t).
Code structure model: In the downlink scenario, Walsh-
Hadamard codes are usually used. However, in order to get
interpretable expressions of the SINR, isometric matrices5

obtained by extracting K < N columns from a Haar unitary
matrix6 will be considered.
Path loss: The model under consideration for the path loss
will be of the exponential form Pi(xl) = Pe−γ|xl−mi|. The
factor γ≥ 0 characterizes the type of attenuation.

3Note that since Hi is Toeplitz, hi(k) represents the frequency response
of the channel when N → ∞.

4The tools introduced can take into account the non ergodic case. How-
ever, the formulas have no simple interpretation.

5In [4], simulations show that these matrices provide similar perfor-
mance as Walsh-Hadamard codes.

6A N ×N random unitary matrix is said to be Haar distributed if its
probability distribution is invariant by right (or equivalently left) multipli-
cation by deterministic unitary matrices.

3. PERFORMANCE ANALYSIS

In all the following, without loss of generality, we will focus
on user l of cell p. We assume that the user does not know
the codes of the other cells as well as the codes of other
users within the same cell. Moreover, the user is supposed
to be equipped with the matched filter receiver: g = H pwl

p.

3.1. General Capacity Formula

The output of the matched filter is given by:

gHy(xl) =
√

Pp(xl)gHHpwl
psp(l)

+
√

Pp(xl)gHHpUp




sp(1)
...

sp(K)




(K−1)×1

+ ∑
i�=p

√
Pi(xl)gHHiWisi + gHb

where Up = [w1
p, ...,wl−1

p ,wl+1
p , ...,wK

p ]. The output
SINR(xl, p) of user l with coordinates xl in cell p has the
following expression:

SINR(xl, p) =
S

I1 + I2 +σ2gHg
=

S
I +σ2gHg

S = Pp(xl) | wl
p

H
HH

p Hpwl
p |2

I1 = ∑
i�=p

Pi(xl)wl
p

H
HH

p HiWiW
H
i HH

i Hpwl
p

I2 = Pp(xl)wl
p

H
HH

p HpUpUH
p HH

p Hpwl
p

We would like to quantify the number of bits/s/Hz the
system is able to provide to all the users. It has been shown
[5] that the interference plus noise can be considered as
Gaussian when K and N are large enough. In this case, the
capacity of the network is given by:

C =

1
α −1

∑
p=0

1
N

E

(
K

∑
i=1

log2(1+ SINR(xi, p))

)
(2)

For a fixed K and N, it is extremely difficult to get some
insight on expression (2). In order to provide a tractable
expression, we will analyze (2) in the asymptotic regime
(N → ∞, K → ∞ but K

N → ∞) and show in particular that
SINR(xi, p) converges almost surely to a deterministic value
independent of the code wi

p.

3.2. Asymptotic Capacity Formula

Proposition 1 When N grows towards infinity and K/N →
α, the asymptotic capacity of downlink CDMA with ran-
dom orthogonal spreading codes, exponential path loss and
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matched filter is given by:

C(α) =
1
L

1
α −1

∑
p=0

∫ αL
2

− αL
2

log2

(
1+

Pe−γ|u|(E(| h |2))2

I +σ2E(| h |2)

)
du (3)

I = αP(E(| h |2))2

1
α −1

∑
i=0,i�=p

e−γ|u+(p−i)Lα| +

αPe−γ|u|
(
E(| h |4)− (E(| h |2))2

)
Proof 1 Due to lack of space, we only give here the main steps of
the proof. Four terms have to be derived separately in the SINR
formula.

S
a.s→ Pp(xl)(E(| h |2))2

σ2gH g a.s→ σ2
E(| h |2)

I1
a.s→ ∑

i�=p
Pi(xl)

1
N

Trace(W H
i HH

i HpqHpHH
p HiWi)

a.s→ α(E(| h |2))2 ∑
i�=p

Pi(x,y)

I2
a.s→ Pp(xl)

N−K

N

∑
i=1

Trace
(

HH
p HpUpUH

p HH
p Hp(I−UpUH

p )
)

a.s→ Pp(xl)
(

α
1−α

E(| h |4)− 1
1−α

∫
t2dµ(t)

)

µ is the limiting eigenvalue distribution of matrix
H∗

pHpUpUH
p . The proof of term I2 follows a specific pro-

cedure as wl
p is not independent of Up. Using results from

free probability, one can show that:
∫

t2dµ(t) = α2
E(| h |4

)+ (1−α)α
(
E(| h |2)2

.
In the case of an infinite number of cells (α → 0) where

each cell accommodates only one user (and therefore, no
intra-cell interference occurs), the capacity simplifies to:

C(0) =
1
L

∫ L
2

− L
2

log2


1+

PE(| h |2)
2PE(|h|2)

γL (1−e−γL2cosh(γu))+σ2


du

4. DISCUSSION

In all the following discussion, P = 1 and σ2 = 10−5.

4.1. Multipath versus Orthogonality

We would like to quantify in this section the cellular orthog-
onal gain with respect to the channel statistics and determine
the optimal number of cells. Hence, in the case of no path
loss (γ= 0), the capacity formula (3) is equal to:

Cmultipath(α) = log2

(
1+

P
(
E(| h |2))2

I +σ2E(| h |2)

)

I = P
(

E(| h |2)
)2

+αP

(
E(| h |4)−2

(
E(| h |2)

)2
)

Remarkably, the optimum number of cells depends only
on how ”peaky” the channel is through the kurtosis T =

E(|h|4)

(E(|h|2))2 . If T > 2, orthogonality is severally destroyed by

the channel and one must have an infinite (α = 0) number
of cells (in fact, N cells) whereas if T ≤ 2, one can use only
one cell (α = 1) to accommodate all the users7.

4.2. Path Loss versus Orthogonality

In this section, we determine the minimum path loss that
preserves the orthogonality gain. In the case of no multipath
(Orthogonal CDMA in a AWGN channel), the capacity is
given by:

Cpath loss(α) =
1
L

1
α −1

∑
p=0

∫ αL
2

− αL
2

log2

(
1+

Pe−γ|u|

I +σ2

)
du

I =
αP
(

e−γu(e−γpLα −1)+eγu(e−γ( 1
α −p−1)Lα −1)

)
1−eγLα

The capacity of one cell and infinite number of cells is re-
spectively given by:

Cpath loss(1) =
1
γL

∫ γL
2

− γL
2

log2

(
1+

Pe−|v|

σ2

)
dv

Cpath loss(0) =
1
γL

∫ γL
2

− γL
2

log2


1+

P
2P
γL (1−e−

γL
2 cosh(v))+σ2


dv

In figure 2, we have plotted Cpath loss(1) and Cpath loss(0)
versus γL. As one can observe, there is critical point (γL)c

below which multi-cell is not advantageous. Note that (γL)c

is an increasing function of P
σ2 . As a matter of fact, orthog-

onality pays off when the ratio P
σ2 is high and γL is small

which corresponds to highly dense small scale networks (for
which L is small but dL = N is high).

4.3. General Case

In the following case, we consider a realistic case with
Rayleigh fading and γ= 2, L = 1km (γL = 2000 > (γL)c). In
figure 3, the capacity C(α) is plotted versus 1

α : the network
provider should theoretically consider an infinite number of
base stations for achieving the optimal value C(0). How-
ever, even in this case, there is an optimum number of base
stations. Indeed, network providers have economic con-
straints expressed by a predetermined cost dC(α)

d( 1
α )

(i.e each

base station added must provide at least L bits/s/Hz). The
intersection of the former curve (see figure 3) with the ca-
pacity determines the optimum number of cells to be de-
ployed. The inter-cell distance is then given by: α optL.

7Note that the breaking point T = 2 corresponds to the complex
Rayleigh fading channel.
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4.4. Extension to the 2D Case

The extension of the analysis to the 2D case is straightfor-
ward and similar curves can be obtained. However, in this
case, the capacity depends crucially on the positions of the
base stations (base station configuration) in the area consid-
ered. The formulas provided in this contribution and their
extension to the 2D case give means to determine the op-
timal configuration. For example, in figure 4, the optimal
position of the base stations for 2,3,4 and 5 base stations is
provided for a square grid of surface A. The positions have
been determined using a numerical optimization in the case
of an exponential path loss and Rayleigh fading.

5. CONCLUSION

Using asymptotic arguments, an explicit expression of the
capacity was derived and was shown to depend only on a
few meaningful parameters. Contrarily to past belief, the
question ”To cell or not to cell?” is meaningful. Indeed,
for small scale networks and ”smooth channels”, we have
shown that orthogonality pays off and one should on the
contrary accommodate all the users within one cell. How-
ever, if the channel is ”peaky” or the network is large, then a
multi-cell approach should be sought. But even in this case,
the capacity gain with respect to the number of base stations
is not linear and therefore, based on economic constraints,
the optimal inter-base station distance can be determined.

6. ACKNOWLEDGMENT

The author would like to thank Tarek Ben Abdallah for useful dis-
cussions.

7. REFERENCES

[1] D.V. Voiculescu, K.J. Dykema, and A. Nica, Free Random Variables,
American Mathematical Society, CRM Monograph Series, Volume 1,
Providence, Rhode Island, USA, 1992.

[2] S. Shamai, S.Verdu, and B.M Zaidel, “Multicell uplink spectral effi-
ciency of coded DS-CDMA with random signatures,” Selected Areas
in Communications, IEEE Journal on, vol. 19, pp. 1556–1569, 2001.

[3] A. Sendonaris and V. Veeravalli, “The Capacity-Coverage Trade-off
in CDMA Systems with Soft Handoff,” in Proc. of the 31st Asilomar
Conference, Pacific Grove, USA, 1997, pp. 625–629.

[4] M. Debbah, W. Hachem, P. Loubaton, and M. de Courville, “MMSE
Analysis of Certain Large Isometric Random Precoded Systems,”
IEEE Transactions on Information Theory, Volume: 49 Issue: 5,
Page(s): 1293 -1311, May 2003.

[5] J. Zhang, E. Chong, and D. Tse, “Output MAI Distributions of Lin-
ear MMSE Multiuser Receivers in CDMA Systems,” IEEE Trans. on
Information Theory, pp. 1128–1144, Mar. 2001.

0 100 200 300 400 500 600 700 800 900 1000
0

5

10

15

b/
s/

H
z

γ L

Path Loss versus Orthogonality

One Cell
Infinite Number of Cells

(γ L)
c
 

Infinite Number of Cells 

One Cell 

Fig. 2. Path loss versus Orthogonal

0 50 100 150 200 250 300 350 400 450 500
0

2

4

6

8

10

12

b/
s/

H
z

Number of Cells

Capacity versus the number of cells

Asymptotic Value 

Capacity 

Cost function 

Optimal Number of base stations 

Fig. 3. General Case, γ= 2, L = 1km

��
��
��

��
��
��

��
��
��

��
��
��

0

x

y

−
√

A
2

√
A

2

√
A

√
A

4
3
√

A
4

�
�
�

�
�
�

�
�
�

�
�
�

��
��
��
��

�
�
�
�
�
�
�
�

��
��
��
��
��
��
��
��

�
�
�
�
�
�
�
�

0

x

y

−
√

A
2

√
A

√
A

2

√
A

4

−
√

A
4

√
A

2

�
�
�

�
�
�

�
�
�

�
�
�

�
�
�
�

�
�
�
�

�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�

�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�

�
�
�
�
�
�
�
�

�
�
�
�
�
�
�
�

0

x

y

√
A

−
√

A
2

√
A

2√
A

2

√
A

4

−
√

A
4

√
A

4
3
√

A
4

�
�
�

�
�
�

�
�
�

�
�
�

�
�
�
�

�
�
�
�

��
��
��

��
��
��

�
�
�
�
�
�
�
�

��
��
��
��
��
��
��
��

0

x

y

−
√

A
2

√
A

−
√

A
4

√
A

4

√
A

2

√
A

2
√

A
4

3
√

A
4

Fig. 4. Optimal Position

200


	Index
	EUSIPCO 2004 Home Page
	Conference Info
	Exhibition
	Welcome message
	Venue access
	Special issues
	Social programme
	On-site activities
	Committees
	Sponsors

	Sessions
	Tuesday 7.9.2004
	TueAmPS1-Coding and Signal Processing for Multiple-Ante ...
	TueAmSS1-Applications of Acoustic Echo Control
	TueAmOR1-Blind Equalization
	TueAmOR2-Image Pyramids and Wavelets
	TueAmOR3-Nonlinear Signals and Systems
	TueAmOR4-Signal Reconstruction
	TueAmPO1-Filter Design
	TueAmPO2-Multiuser and CDMA Communications
	TuePmSS1-Large Random Matrices in Digital Communication ...
	TuePmSS2-Algebraic Methods for Blind Signal Separation  ...
	TuePmOR1-Detection
	TuePmOR2-Image Processing and Transmission
	TuePmOR3-Motion Estimation and Object Tracking
	TuePmPO1-Signal Processing Techniques
	TuePmPO2-Speech, Speaker, and Emotion Recognition
	TuePmSS3-Statistical Shape Analysis and Modelling
	TuePmOR4-Source Separation
	TuePmOR5-Adaptive Algorithms for Echo Compensation
	TuePmOR6-Multidimensional Systems and Signal Processing
	TuePmPO3-Channel Estimation, Equalization, and Modellin ...
	TuePmPO4-Image Restoration, Noise Removal, and Deblur

	Wednesday 8.9.2004
	WedAmPS1-Brain-Computer Interface - State of the Art an ...
	WedAmSS1-Performance Limits and Signal Design for MIMO  ...
	WedAmOR1-Signal Processing Implementations and Applicat ...
	WedAmOR2-Continuous Speech Recognition
	WedAmOR3-Image Filtering and Enhancement
	WedAmOR4-Machine Learning for Signal Processing
	WedAmPO1-Parameter Estimation: Methods and Applications
	WedAmPO2-Video Coding and Multimedia Communications
	WedAmSS2-Prototyping for MIMO Systems
	WedAmOR5-Adaptive Filters I
	WedAmOR6-Speech Analysis
	WedAmOR7-Pattern Recognition, Classification, and Featu ...
	WedAmOR8-Signal Processing Applications in Geophysics a ...
	WedAmPO3-Statistical Signal and Array Processing
	WedAmPO4-Signal Processing Algorithms for Communication ...
	WedPmSS1-Monte Carlo Methods for Signal Processing
	WedPmSS2-Robust Transmission of Multimedia Content
	WedPmOR1-Carrier and Phase Recovery
	WedPmOR2-Active Noise Control
	WedPmOR3-Image Segmentation
	WedPmPO1-Design, Implementation, and Applications of Di ...
	WedPmPO2-Speech Analysis and Synthesis
	WedPmSS3-Content Understanding and Knowledge Modelling  ...
	WedPmSS4-Poissonian Models for Signal and Image Process ...
	WedPmOR4-Performance of Communication Systems
	WedPmOR5-Signal Processing Applications
	WedPmOR6-Source Localization and Tracking
	WedPmPO3-Image Analysis
	WedPmPO4-Wavelet and Time-Frequency Signal Processing

	Thursday 9.9.2004
	ThuAmSS1-Maximum Usage of the Twisted Pair Copper Plant
	ThuAmSS2-Biometric Fusion
	ThuAmOR1-Filter Bank Design
	ThuAmOR2-Parameter, Spectrum, and Mode Estimation
	ThuAmOR3-Music Recognition
	ThuAmPO1-Image Coding and Visual Quality
	ThuAmPO2-Implementation Aspects in Signal Processing
	ThuAmSS3-Audio Signal Processing and Virtual Acoustics
	ThuAmSS4-Advances in Biometric Authentication and Recog ...
	ThuAmOR4-Decimation and Interpolation
	ThuAmOR5-Statistical Signal Modelling
	ThuAmOR6-Speech Enhancement and Restoration I
	ThuAmPO3-Image and Video Watermarking
	ThuAmPO4-FFT and DCT Realization
	ThuPmSS1-Information Transfer in Receivers for Concaten ...
	ThuPmSS2-New Directions in Time-Frequency Signal Proces ...
	ThuPmOR1-Adaptive Filters II
	ThuPmOR2-Pattern Recognition
	ThuPmOR3-Rapid Prototyping
	ThuPmPO1-Speech/Audio Coding and Watermarking
	ThuPmPO2-Independent Component Analysis, Blind Source S ...
	ThuPmSS3-Affine Covariant Regions for Object Recognitio ...
	ThuPmOR4-Source Coding and Data Compression
	ThuPmOR5-Augmented and Virtual 3D Audio
	ThuPmOR6-Instantaneous Frequency and Nonstationary Spec ...
	ThuPmPO3-Adaptive Filters III
	ThuPmPO4-MIMO and Space-Time Communications

	Friday 10.9.2004
	FriAmPS1-Getting to Grips with 3D Modelling
	FriAmSS1-Nonlinear Signal and Image Processing
	FriAmOR1-System Identification
	FriAmOR2-xDSL and DMT Systems
	FriAmOR3-Speech Enhancement and Restoration II
	FriAmOR4-Video Coding
	FriAmPO1-Loudspeaker and Microphone Array Signal Proces ...
	FriAmPO2-FPGA and SoC Realizations
	FriAmSS2-Nonlinear Speech Processing
	FriAmOR5-OFDM and MC-CDMA Systems
	FriAmOR6-Generic Audio Recognition
	FriAmOR7-Image Representation and Modelling
	FriAmOR8-Radar and Sonar
	FriAmPO3-Spectrum, Frequency, and DOA Estimation
	FriAmPO4-Biomedical Signal Processing
	FriPmSS1-DSP Applications in Advanced Radio Communicati ...
	FriPmOR1-Array Processing
	FriPmOR2-Sinusoidal Models for Music and Speech
	FriPmOR3-Recognizing Faces
	FriPmOR4-Video Indexing and Content Access


	Authors
	All authors
	A
	B
	C
	D
	E
	F
	G
	H
	I
	J
	K
	L
	M
	N
	O
	P
	Q
	R
	S
	T
	U
	V
	W
	X
	Y
	Z
	Ö

	Papers
	All papers
	Papers by Sessions
	Papers by Topics

	Topics
	1. DIGITAL SIGNAL PROCESSING
	1.1 Filter design and structures
	1.2 Fast algorithms
	1.3 Multirate filtering and filter banks
	1.4 Signal reconstruction
	1.5 Adaptive filters
	1.6 Sampling, Interpolation, and Extrapolation
	1.7 Other
	2. STATISTICAL SIGNAL AND ARRAY PROCESSING
	2.1 Spectral estimation
	2.2 Higher order statistics
	2.3 Array signal processing
	2.4 Statistical signal analysis
	2.5 Parameter estimation
	2.6 Detection
	2.7 Signal and system modeling
	2.8 System identification
	2.9 Cyclostationary signal analysis
	2.10 Source localization and separation
	2.11 Bayesian methods
	2.12 Beamforming, DOA estimation, and space-time adapti ...
	2.13 Multichannel signal processing
	2.14 Other
	3. SIGNAL PROCESSING FOR COMMUNICATIONS
	3.1 Signal coding, compression, and quantization
	3.2 Modulation, encoding, and multiplexing
	3.3 Channel modeling, estimation, and equalization
	3.4 Joint source - channel coding
	3.5 Multiuser communications
	3.6 Multicarrier systems
	3.7 Spread-spectrum systems and interference suppressio ...
	3.8 Performance analysis, optimization, and limits
	3.9 Broadband networks and subscriber loops
	3.10 Application-specific systems and implementations
	3.11 MIMO and Space-Time Processing
	3.12 Synchronization
	3.13 Cross-Layer Design
	3.14 Ultrawideband
	3.15 Other
	4. SPEECH PROCESSING
	4.1 Speech production and perception
	4.2 Speech analysis
	4.3 Speech synthesis
	4.4 Speech coding
	4.5 Speech enhancement and noise reduction
	4.6 Isolated word recognition and word spotting
	4.7 Continuous speech recognition
	4.8 Spoken language systems and dialog
	4.9 Speaker recognition and language identification
	4.10 Other
	5. AUDIO AND ELECTROACOUSTICS
	5.1 Active noise control and reduction
	5.2 Echo cancellation
	5.3 Psychoacoustics
	5.5 Audio coding
	5.6 Signal processing for music
	5.7 Binaural systems
	5.8 Augmented and virtual 3D audio
	5.9 Loudspeaker and Microphone Array Signal Processing
	5.10 Other
	6. IMAGE AND MULTIDIMENSIONAL SIGNAL PROCESSING
	6.1 Image coding
	6.2 Computed imaging (SAR, CAT, MRI, ultrasound)
	6.3 Geophysical and seismic processing
	6.4 Image analysis and segmentation
	6.5 Image filtering, restoration and enhancement
	6.6 Image representation and modeling
	6.7 Digital transforms
	6.9 Multidimensional systems and signal processing
	6.10 Machine vision
	6.11 Pattern Recognition
	6.12 Digital Watermarking
	6.13 Image formation and computed imaging
	6.14 Image scanning, display and printing
	6.15 Other
	7. DSP IMPLEMENTATIONS, RAPID PROTOTYPING, AND TOOLS FO ...
	7.1 Architectures and VLSI hardware
	7.2 Programmable signal processors
	7.3 Algorithms and applications mappings
	7.4 Design methodology and rapid prototyping
	7.6 Fast algorithms
	7.7 Other
	8. SIGNAL PROCESSING APPLICATIONS
	8.1 Radar
	8.2 Sonar
	8.3 Biomedical processing
	8.4 Geophysical signal processing
	8.5 Underwater signal processing
	8.6 Sensing
	8.7 Robotics
	8.8 Astronomy
	8.9 Other
	9. VIDEO AND MULTIMEDIA SIGNAL PROCESSING
	9.1 Signal processing for media integration
	9.2 Components and technologies for multimedia systems
	9.4 Multimedia databases and file systems
	9.5 Multimedia communication and networking
	9.7 Applications
	9.8 Standards and related issues
	9.9 Video coding and transmission
	9.10 Video analysis and filtering
	9.11 Image and video indexing and retrieval
	10. NONLINEAR SIGNAL PROCESSING AND COMPUTATIONAL INTEL ...
	10.1 Nonlinear signals and systems
	10.2 Higher-order statistics and Volterra systems
	10.3 Information theory and chaos theory for signal pro ...
	10.4 Neural networks, models, and systems
	10.5 Pattern recognition
	10.6 Machine learning
	10.9 Independent component analysis and source separati ...
	10.10 Multisensor data fusion
	10.11 Other
	11. WAVELET AND TIME-FREQUENCY SIGNAL PROCESSING
	11.1 Wavelet Theory
	11.2 Gabor Theory
	11.3 Harmonic Analysis
	11.4 Nonstationary Statistical Signal Processing
	11.5 Time-Varying Filters
	11.6 Instantaneous Frequency Estimation
	11.7 Other
	12. SIGNAL PROCESSING EDUCATION AND TRAINING
	13. EMERGING TECHNOLOGIES

	Search
	Help
	Browsing the Conference Content
	The Search Functionality
	Acrobat Query Language
	Using Acrobat Reader
	Configurations and Limitations

	About
	Current paper
	Presentation session
	Abstract
	Authors
	Merouane Debbah



