
A ROBUST NARROWBAND ACTIVE NOISE CONTROL SYSTEM FOR

ACCOMMODATING FREQUENCY MISMATCH

Yegui Xiaoy, Liying Mayy, K. Khorasaniyy

y Hiroshima Prefectural Women's University
1-1-71 Ujina-Higashi, Minami-ku, Hiroshima, Japan 734-8558

Tel:+81-82-251-9731, Fax: +81-82-251-9405
xiao@hirojo-u.ac.jp

yy Department of Electrical and Computer Engineering, Concordia University
1455 De Maisonneuve Blvd. West, Montreal, Quebec H3G 1M8 Canada

fliying, kashg@ece.concordia.ca

ABSTRACT

Narrowband active noise control (ANC) systems have
many real-life applications where the noise signals gen-
erated by rotating machines are modeled as sinusoidal
signals in additive noise. However, when the timing sig-
nal sensor, such as a tachometer that is used to extract
the signal frequencies, and the cosine wave generator
contain errors, the reference signal frequencies fed to
each ANC channel will then be di�erent from the noise
signal true frequencies. This di�erence is referred to as
frequency mismatch (FM). In this paper, through exten-
sive simulations we demonstrate that the performance
capabilities of a conventional narrowband ANC system
using the �ltered-X LMS (FXLMS) algorithm degrades
signi�cantly even for an FM as small as 1%. Next, we
propose a new narrowband ANC system that will suc-
cessfully compensate for the performance degradations
due to FM. The amplitude/phase adjustment and the
FM mitigations are performed simultaneously in a har-
monic fashion such that the in
uence of the FM can be
removed almost completely. Simulation results are pro-
vided to demonstrate the e�ectiveness of the proposed
new system.

1. INTRODUCTION

In many real-life environments there may exist various
unwanted sounds or noise signals that are harmful to the
people working and/or living there. In many cases, the
noise signals are generated by rotating machines, such
as engines, cutting machines, fans, etc. and may be
modeled as sinusoidal signals in additive noise. Usually,
the frequencies of the noise signals are unknown, and
their magnitudes are time-varying. Removing or reduc-
ing these noise signals, especially the lower frequency
portion, is very important in various environmental and
engineering systems. For example, large-scale cutting
machines used in factories generate such noise signals
which are harmful to their operators. As the environ-
mental noise level regulations are made stricter, e�ective
measures need to be developed to reduce the noise level.
Active noise control (ANC) systems have been utilized
in reducing these annoying noise signals, and research
in this area has been carried out since the early 1970s
[1]-[5].

In an ANC system, an unwanted noise signal in an
acoustic region is suppressed by superimposing an equal-
but-opposite phase source in the region. A sensor is
placed to measure the noise source (reference signal) in
real time, and a new sound signal made from the mea-
surement and an adjustable �lter/variable structure is
sent to the region for the noise to be suppressed. An ad-
ditional sensor is placed in the quieted region to measure
an error feedback to control the �lter properties. For
most cases, �nite-impulse-response (FIR) �lters adapted
using a �ltered-X least mean square (FXLMS) algorithm
are used as the variable structure [3]. Other techniques
using recursive least squares (RLS) and Kalman �lter-
ing based algorithms have also been developed for many
ANC systems [6, 3], that generally provide better noise
reduction performance at the expense of more compu-
tational cost.

The conventional narrowband ANC systems are
found to be e�ective in suppressing sinusoidal noise in
many real-life applications [3] (see Fig. 1 for the block
diagram of a typical ANC system considered in this
work). However, in real applications, certain errors do
occur with the timing signal sensor and/or the cosine
wave generator. The timing signal sensor such as a
tachometer is used to extract the rotational speed that
is often linearly related to the signal frequencies. The
so-called synchronization signal may be either the ro-
tational speed or the signal frequencies. Invariably, in
practice sensor errors do exist. A cosine wave generator
produces the reference sinusoid signals for the ANC sys-
tem using the synchronization signal or signal frequen-
cies provided by the timing signal sensor. This genera-
tor is a piece of electronic hardware and thus inevitably
is prone to some sort of error. If the above errors are
negligible or su�ciently small, conventional narrowband
ANC systems would work e�ectively. However, systems
are not robust to these types of errors and may perform
poorly in practice. Our extensive simulations have re-
vealed that even with 1% of FM resulting from these
errors one could render the system totally useless.

In this paper, a new robust narrowband ANC sys-
tem is proposed that will e�ectively compensate for the
performance degradations that are possible in conven-
tional ANC system due to the FM. An amplitude/phase
adjustment using a two-weight FIR �lter and an AR
model based FM mitigation �lter are proposed simul-
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taneously. Simulation results demonstrate the excellent
performance capabilities of the proposed system in com-
pensating FM of even as much as 10%.

2. THE LIMITATIONS OF A
CONVENTIONAL NARROWBAND ANC

SYSTEM

A typical conventional narrowband ANC system [3] is
shown in Fig. 1. The noise signal is given by

d(n) =

qX
i=1

fap;i cos(!p;in)+ bp;i sin(!p;in)g+ v(n) (1)

where q is the number of frequency components of the
sinusoidal signal, !p;i is the frequency of the i-th compo-
nent, v(n) is a zero-mean additive white Gaussian noise
with variance �2

v
. The i-th reference sinusoid is given by

xi(n) = ai cos(!in)+ bi sin(!in) (2)

The output of the i-th channel is expressed by

yi(n) = hi;0xi(n)+hi;1xi(n�1) (3)

The block S(z) corresponds to the secondary-path (or
error-path) and is considered as an FIR lowpass �lter

with coe�cients ffjg
M

j=0
which is assumed to be known

a priori. The FXLMS algorithm is designed to update
the two weights fhi;0;hi;1g corresponding to the Magni-
tude/Phase Adjuster (MPA) [5, 7] and is given by

hi;0(n+1) = hi;0(n)+�ie(n)xi;s(n); (4)

hi;1(n+1) = hi;1(n)+�ie(n)xi;s(n�1) (5)

where

xi;s(n) =

M�1X
j=0

f̂jxi(n� j) (6)

e(n) =

M�1X
j=0

fj

 
d(n� j)�

qX
i=1

yi(n� j)

!
(7)

and f̂j is assumed to be known as an estimate of fj .
If the FM is zero (�!i = !i�!p;i = 0; i = 1; � � �; q),

that is if the timing signal sensor (Sync signal) as well
as the cosine wave generator have no or su�ciently
small errors, then the conventional narrowband ANC
system of Fig. 1 using the FXLMS algorithm provides
a good performance. Unfortunately, these assumptions
are hardly satis�ed in real applications. A typical sim-
ulation result for an ideal case is depicted in Fig. 2
(b). It is easy to see that the system is e�ective in re-
ducing the noise level. The simulation result for a case
with 1% FM (:= j�!ij=!p;i�100% ) is given in Fig. 2
(c). Clearly, the ANC system is completely ine�ective,
which implies the sensitivity of the system to presence
of FM or sensor and generator errors. Corrective mea-
sures have to be taken in order to prevent such a drastic
degradations in the performance. In all the simulation
results presented in this work, an FIR lowpass �lter of
M th order and a cuto� frequency 0:4� is generated by
the MATLAB function and is used as the error-path.

3. THE NEW ROBUST NARROWBAND
ANC SYSTEM

To mitigate the in
uence of the FM, one needs to pro-
vide the MPA cells with reference sinusoids whose fre-
quencies are as close as possible to those of the primary
noise signal d(n). Towards this end, in this paper we
propose to use a software-based sinusoid signal gener-
ator to replace the conventional hardware-based cosine
wave generator. Of course, the information from the
timing signal sensor such as the rotation speed has to
be mapped to the signal frequencies in a certain way.
The regressive relationship, usually linear, between the
rotation speed and the signal frequencies may be used
for this purpose.

Recall that the i-th reference sinusoid obeys the fol-
lowing AR relation [8]

xi(n) = �ci(n)xi(n�1)�xi(n�2); n� 2 (8)

xi(0) = ai; xi(1) = ai cos(!i(0))+ bi sin(!i(0))

where ci(n) is a frequency-related coe�cient whose ini-
tial value is de�ned as �2cos(!i(0)) and !i(0) is the
signal frequency obtained from the timing signal sen-
sor. When the distance between the frequency derived
from ci(n), i.e., arccos(�ci(n)=2), and that ( !i(n) ) ob-
tained from the sensor is above certain threshold, ci(n)
may be refreshed to �2cos(!i(n)). Practical considera-
tion is needed to determine a proper threshold for the
above refreshment of ci(n) for any given application.

The new narrowband ANC system is depicted in Fig.
3. The update of the MPA weights and the coe�cient
ci(n) may be done simultaneously by minimizing the
ANC output error e(n). The recursions for the MPA
weights are the same as those given in (4) and (5). The
frequency-related coe�cient may be updated using the
following expression

@e2(n)

@ci(n)
= �2e(n)

@yi(n)

@ci(n)
(9)

! 2e(n)ĥi;0(n)xi;s(n�1)

as

ci(n+1) = ci(n)��cie(n)ĥi;0(n)xi;s(n�1) (10)

The simulation results given for the new ANC system
is shown in Fig. 4, where the simulation conditions are
identical to those in Fig. 2, except that the step size pa-
rameters for the frequency related coe�cients are newly
set. The mean convergence of c1(n) is shown in Fig. 5.
It is clear that the new ANC system can e�ectively com-
pensate for the performance deteriorations that are due
to the FM, resulting in more robustness that is required
in real-life applications.

Moreover, to illustrate the strength of the proposed
scheme simulation results for an FM of 10% are also pro-
vided in Fig. 6. It can be observed clearly that the new
ANC system is performing excellently in suppressing the
FM. The same claim can be made for cases with severe
additive noise and/or much longer error-path (to as long
as M = 64� 100). This implies that the new system is
su�ciently robust for potential implementation in real
applications.
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4. CONCLUSIONS

In this work a new robust narrowband ANC system is
proposed. An AR-based �lter is introduced in the pro-
posed ANC system to generate reference sinusoids to be
fed to the MPA cells, thus providing an opportunity for
reducing the hostile FM that embodies the error of the
timing signal sensor. The FM is reduced by an LMS-
like algorithm, which preserves the cost-e�ciency of the
conventional ANC system. Furthermore, the proposed
ANC system no longer needs the cosine wave genera-
tor used in the conventional system. Nevertheless, the
new ANC system provides excellent robustness against
the sensor error. Extensive simulations are conducted
to demonstrate that the proposed system is powerful
enough to suppress an FM as much as 10%. The only
sacri�ce that one needs to make is the added delay in
the convergence of the adaptive process. DSP-based im-
plementation and performance analysis of the proposed
system are topics for further research.
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Fig. 1 The conventional narrowband ANC system
( i-th channel).
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(b) The output signal without FM
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(c) The output signal with 1% FM
Fig. 2 Levels of original noise signal and output
noise signals of the conventional ANC system (true

signal frequency: 
0 = [0:1�; 0:2�; 0:3�]T , reference

signal frequency: 
(1) = [0:101�; 0:202�; 0:303�]T ,
ap;1 = 3; bp;1 = 1:0, ap;2 = 2; bp;2 = 1:0, ap;3 = bp;3 = 1:0,

�1 = �2 = �3 = 0:025, error-path order M = 11, f̂j =
fj (j = 0; � � �;M �1), �v = 0:33, 40 runs).
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Fig. 3 The proposed robust narrowband ANC
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Fig. 4 Output noise (error) signal produced by the
proposed robust narrowband ANC, where �ci = 0:0005
(i= 1;2;3), with other conditions identical as in Fig. 2.
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Fig. 5 Mean convergence of c1(n) of the proposed
robust narrowband ANC for the simulations in Fig. 4.
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(a) The conventional ANC system with 10% FM
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(b) The proposed ANC system with 10% FM
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(c) The mean of frequency-related coe�cient c1(n)

Fig. 6 Levels of output noise signals for the conven-
tional and the proposed ANC systems, and the mean
convergence of a frequency related coe�cient (true sig-

nal frequency: 
0 = [0:1�; 0:2�; 0:3�]T , reference sig-

nal frequency: 
(1) = [0:11�; 0:22�; 0:33�]T , ap;1 =
3; bp;1 = 1:0, ap;2 = 2; bp;2 = 1:0, ap;3 = bp;3 = 1:0, �1 =

�2 = �3 = 0:05, error-path order M = 11 (f̂j = fj (j =
0; � � �;M�1)), �c1 =0:0001; �c2 = 0:00025; �c3 = 0:0005;
�v = 0:33, 40 runs).
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