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ABSTRACT

In this paper, we propose a tracking algorithm of speaker direction
using microphones located at vertices of an equilateral triangle. The
method realizes tracking by minimizing a performance index that
consists of the cross spectra at three different microphone pairs in
the triangular array. For guaranteeing global convergence to the
correct direction with accuracy, we use the steepest descent method
with the weighted cross spectra at harmonic frequencies of voiced
sound. During the adaptation, the weights are altered depending on
the convergence state. Through some computer simulation and ex-
periments in a real acoustic environment, we show the effectiveness
of the proposed method.

1. INTRODUCTION

Under the rapid increase of the data transmission bit rate recently,
the teleconference or remote lecturing system are getting familiar
even with individual users. The speaker direction tracking is one
of the essential technology at these systems not only for focusing
the desired speech signal but also for steering the camera to point
at the speaker, and several tracking algorithms using microphone
array have been reported[1]-[5]. Some of them rely on adaptive
beamforming, such as LCMV[1] and GSC[2] that captures the de-
sired speech while suppressing the directional interferences adap-
tively, so that the speaker direction is determined from the beampat-
tern of the given array weights. However, the method requires the
beampattern calculation at every weight update, therefore, it heav-
ily increases the computational cost. On the other hand, Kawakami
et al.[3] proposed a method that realizes tracking by minimizing
the output power of null steering fixed beamformer, and Suyama
et al.[4] extended this method to double talk situation by introduc-
ing the data classification on the time-frequency domain. These
methods directly update the speaker’s direction, without calculat-
ing beampattern, but it does not track the abrupt movement due
to that the evaluation function has some local minima. Zhang et
al.[5] proposed another tracking method by combining focusing and
TDE(Time Delay Estimation), however, this scheme is also appli-
cable to the speaker with smooth movement. In the case of tele-
conference or remote lecturing, the current speaker position often
alternates to another one, therefore these conventional methods are
not appropriate for such application. From the practical point of
view in addition, the tracking accuracy should be spatially uniform
for omni-direction and the small number of microphones and array
aperture is preferable.

In this paper, we propose a new tracking algorithm of
speaker direction using three microphones located at vertices of
an equilateral-triangle (we call it “equilateral-triangular microphone
array”). By the same microphone configuration system, we previ-
ously proposed a DOA(Direction Of Arrival) estimation method[6].
In this method, we make integrated use of three different micro-
phone pairs extracted from the array to realize uniform spatial res-
olution. However, the estimation algorithm is difficult to extend to
the adaptive scheme due to its huge computational cost.

The main proposals of the new method are summarized as fol-
lows.

o A novel tracking mechanism realized by the integrated use of
three cross spectra from the equilateral-triangular microphone
array.

o Utilize of cross spectra at harmonic frequencies as the evalu-
ation function with variable weights depending on the conver-
gence state.

The former is to realize the tracking system for omni-direction
with uniform resolution. The method localizes the speaker by min-
imizing the performance index containing the phase components of
the cross spectra. The second idea enhances the tracking accuracy.
Because much of the speech signal power concentrates at specific
harmonic frequencies, the SNR at the harmonics are rather high and
it results in high accuracy in estimation. Due to the varying char-
acteristic of evaluation function along the frequency band, we alter
the weights depending on the convergence state and SNR at each
harmonic component to exploit these features.

This paper is organized as follows. In the following Sec.2, we
mention the problem formulation with the equilateral-triangular mi-
crophone array, and the proposed method is described in Sec.3.
Simulation and experimental results are shown in Sec.4 to con-
firm the efficiency of the proposed method, and some concluding
remarks are stated in Sec.5.

2. PROBLEM FORMULATION

In this study, we use the equilateral-triangular microphone array as
shown in Fig.1. A speaker in the direction 0 utters a speech sig-
nal s(n). The microphones receive the signal x(n), y(n) and z(n)
given by Eq.(1), respectively, that consists of 74 (x = x,y,7) delayed
speech and additive sensor noise signals n 4 (n)(x = x,y,z) that can
be modeled as spatially uncorrelated. Here, 7 is signal arrival de-
lay at microphone x with respect to the reference point located at
the array origin o.

x(n) = s(n—T¢) +ng(n) 1)

From such configuration, we can take three pairs of microphones
that have equal distance D between microphones and each pair faces
to different direction of every %[rad]. As we stated in [6], the cross
spectrum of each microphone pair contains the speaker direction
information in its phase term. So the aim of the proposed method is
to realize the tracking by using the cross spectra derived from three
different microphone pairs.

Here we assume next a) and b) for the input signal without loss
of generality.

a) Only one speech signal is received.
At the situation of teleconference, it is usual to assume that more
than one speaker do not speak simultaneously.

b) The location of the speaker is restricted on the array plane.
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Figure 1: Model of input signal to the equilateral-triangular micro-
phone array

3. PROPOSED METHOD
3.1 Model of input signal

The short-time Fourier transforms of each microphone input signals
x(n), y(n) and z(n) in Fig.1 are given by

X(w)=S(w)e /% + Ny(w)
Y(0) =S(0)e % + Ny(o) @
Z(w) = S(w)e™ % + N(o)

where S(®) and Ny (w) are the Fourier transform of the speech s(n)
and noise ny(n)(x = x,y,7), respectively. Here we can define the
cross spectra of three microphone pairs given by

Gy (0) = E[X* ()Y ()] = Ps( Je i (0)
G (0) = E[1* (0)2(0)] = Fy(w)e™/0

Gy (9) = E[Z*((D)X((D)] = Ps(w)g_jw'[a(e)

E =Ps(w
E = Ps(w

. 3

where Ps(®) and the expectation E[-] denote the power spectral den-
sity of s(n) and the average of DFT at several frames respectively,
and * means the complex conjugate. The delay constants in Eq.(3)
are the function of 0 given by

7(0) Dsin(6 + 37)/c @)
7,.(0) = Dsin(0)/c Q)
7.(0) = Dsin(0—3m)/c (©6)

where ¢ denotes the sound velocity.

Because the power of speech signal is localized in its harmonic
frequencies, the SNRs at these frequencies are rather high, and as
a result, harmonic elements contribute to improving the estimation
accuracy. Thus in the following process, we utilize the cross spectra
at the harmonic frequencies ,, selected by the higher SNR 7, than
a threshold T'[6]. Here w,, is smaller than @, = % determined
by the spatial sampling theory.

3.2 Cross spectra integration

Now let us consider the difference of delay term (which determines
the phase value) between two cross spectra for a signal propagating
from direction ¢.

Ty () = 12(9) — Ty (¢) = V3Dsin(¢ — Z) /¢ ©)
T0y(0) = 1:(9) — Toe(¢) = V3Dsin(¢ + Z) /¢ (8)

Then, we define the following phase rotation factors composed of
the above phase compensating components with respect to the sig-
nal from direction ¢.

G (9) = e 0) N
Gg’ym) (9) = 0T (9) o

Using these phase rotation factors, we define the following inte-
grated cross spectrum.

Gy = G5 (9)G5(0) + G2 (0)+65 (0)65 (0) 1y
Now for the Gg)wg), following theorem! is satisfied.

[Theorem]
In general,

G{%)| <3 (12)
and the equality is satisfied if and only if ¢ = 6.

From this theorem, we define the following non-negative per-
formance index who takes its global minimum at ¢ = 0.

>0 (13)

Thus, the tracking problem results in searching ¢ that satisfies
(om) _ 0
Q6 =0

3.3 Weighted steepest descent method using harmonics

)

For minimizing the nonlinear function prwg , we derive the follow-

ing steepest descent method given by

anp“’g)
70 (14)

where i and p are the number of iteration and the stepsize param-
eter, respectively, and (,,(i) is the weight for frequency w,, at i-th
iteration. M(i) denotes the number of weights u,, whose value is
not zero. Because dQ/d¢ is proportional to @, we put the normal-
izing factor vy, defined as vy, = Wyay/ Op-

Fig.2 shows the feature of Q at different frequency bands. We
find several local minima at the higher band, but through some sim-
ulations, we have verified that the global convergence is guaranteed
at the lower band w,, < wj”*’ without loss of generality. In con-
trast, the function around the correct DOA steeply decreases in the
higher band, so that the convergence speed would be faster. We start
to update using the performance index at the low frequency band,
and use the higher band at the later part using the weight i ,,(7) that
is switched by the convergence degree. Fig.3 shows the procedure
flow to determine p,(i). The initial weight p,,(0) is given as fol-
lowing

¢i+l = ¢i_ %;,um(i)vm

1 on < Opax/4
Hin(0) = { 0 otherwise ’ (15)

then u,, for the next higher band is set to 1 if the following condi-
tions are simultaneously satisfied.

Vin —;:; < Ty (16)
aZQ(wm)
0i,0

7(9(P2 > 0 (17)

While all the weights have been changed to 1, it means ¢ is suf-
ficiently close to the convergent point, so we change the weights to
the SNR at each harmonic to improve the accuracy of final estima-
tion result.

Nm

= — 18
Son (18)

Mon (7)

IThe proof of this theorem is given in [6]
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Figure 3: Flow diagram of the proposed method
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Table 1: Parameters for simulation

Input SNR 20dB
Sampling Frequency 16000Hz
Wave Velocity ¢ 340m/s

Microphone Distance D 0.08m
T 15dB
Tao 1
Y 1
Window Hamming
FFT point 2048
Frame Length 1024
Frame Overlap 768
Data Length 112ms

4. RESULTS OF SIMULATION AND EXPERIMENT

For the computer simulation and experiment in a real acoustic en-
vironment, we use the real 5 phoneme data (/a/,/e/,/i/,/o/,/u/) uttered
by 10 subjects(5 each for male and female) as the source signal.
The array signal for computer simulation is virtually generated by
delaying the signal with an appropriate delay samples according to
0 and sum up with additive white noise as the sensor noise. As the
conventional method for comparison, we adopt the method using
null beamformer[3]. The parameters used in the simulation and ex-
periment are shown in Tab.1. For quantitative evaluation, we use
the deviation of estimation error (DEE) defined in [6].

4.1 Evaluation with computer simulation

Fig.4 is the DEE:s at different speaker direction after 500 times it-
eration. We can confirm that the proposed method keeps the high
and spatially uniform estimation accuracy at every speaker direc-
tion. Fig.5 shows the DEESs of the estimation after learning iteration
of different times. The parameter always converges after the itera-
tion of more than 200 times. For the calculation of DEEs, we took
10 trials for every data in these simulations.

Figure 4: DEEs at the computer simulation
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Figure 5: Relation between accuracy and number of iteration

4.2 Experiments at real acoustic environment

To verity that the proposed method is effective even at a real acous-
tic environment, we performed some experiments in a conference
room (WxDxH : 18 x 15 x 4[m]). The speech data and parameters
are the same as in the preceding computer simulation except for the
input SNR lying around 18dB and the threshold 7' is 10dB. Now
we have some experiments with the same conditions that adopted
in the computer simulation with 5 trials for each data. At first, the
convergence state of both the conventional and proposed method are
shown in Fig.6 and Fig.7, respectively. Here the speaker is located
at 6 = O[deg] and the initial learning parameter ¢ is settled at dif-
ferent directions. From the results, the proposed method guarantees
the convergence at global minimum wherever the initial parame-
ter is settled against the conventional method that converges at the
nearest local minimum. The DEEs at experiment as shown in Fig.8
reveals that the proposed method is sufficiently effective even at the
real acoustic environment.
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Figure 6: Learning state of the conventional method at experiment
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Figure 7: Learning state of the proposed method at experiment

4.3 Tracking examples for moving speakers

In this subsection, we show some tracking results for moving speak-
ers. Fig.9 shows the simulation result of tracking 5 speakers located
at different directions as given in Tab.2. Here we performed the pro-
posed method with 200 learning iteration on each set of 4 frames,
and the initial parameter ¢y is settled at 60[deg]. From the result, the
method promptly tracks the speaker’s direction even he/she moves
abruptly.

5. CONCLUSION

In this paper, we have proposed a new algorithm for speaker di-
rection tracking. In the method, we find the speaker direction by
minimizing the performance index derived by the three pairs of mi-
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Figure 8: DEE:s at the experiment

Table 2: Position of speakers

Direction | Period (ms / frame set*) Phoneme
Speaker 1 0 0-256/1-13 Female /a/
Speaker 2 180 266—512/14-29 Male /i/
Speaker 3 90 513-896/30-53 Female /u/
Speaker 4 240 897 —1152/54 - 69 Male /e/
Speaker 5 300 1153 — 1664 /70 —98 Female /o/
* Number of frame set
300
2, 240
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Figure 9: Tracking result of moving speakers

crophones in the equilateral-triangular microphone array, using the
weighted steepest descent algorithm. Some computer simulation
and experiment results show the effect of the method that it keeps
uniform accuracy for omni-direction and it does not lose track of
the speaker even if he/she moves abruptly. For a future subject, the
tracking problem for more than one simultaneous speaker should be
considered.
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