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ABSTRACT 
 

An expert system comprising a new pitch marking algorithm 
based on the estimation of the ideal excitation signal, using 
energy equalization of harmonics of the fundamental 
frequency present in speech, and three other competent tools 
is devised and explained in this paper. This expert system 
uses simple logical combinations of these tools outputs. The 
behaviour of a human expert is taken into account in 
developing the post-processing that is necessary to complete 
each tool and to further improve the results of their 
combinations. It is noted that, in most cases, combining the 
results of the new tool and the Childers method, itself based 
on what goes on behind hand marking by a human expert, is 
satisfactory. However, accurate and complete pitch marking 
is best achieved with all four outputs at the expense of some 
higher processing time. 
 

INTRODUCTION 
 
Pitch marking i.e. the determination of the exact moments of 
excitation of the vocal tract during the utterance of vowels 
and semi-vowels is an important task for prosody 
modifications in speech synthesis using waveform 
concatenation. Although this has been an on-going research 
subject for more than the past two decades [1]-[4], a good 
and simple solution is still to be found as witnessed by the 
recent efforts dedicated to this subject [5]-[10], due to the 
inherent difficulties of the problem. Actually, fairly 
performing algorithms do exist and a new one, based on the 
estimation of the ideal excitation signal using energy 
equalization of the harmonics of the fundamental frequency 
present in speech, has been developed [10]. Nevertheless, all 
these algorithms suffer from common problems in pitch 
marking, albeit with different degrees, i.e. missing pitch 
marks and spurious detected points.  
The research described here is based on the idea of 
developing a simple expert system that combines the outputs 
of the newly developed algorithm and variants of other three 
contenders. The developed system has been trained and 
tested using a data-base of Farsi vowels and semi-vowels. 
 

1. THE DATA-BASE 
 
The waveforms of Farsi (Persian) phrases and words uttered 
by two male speakers were recorded at 11 and 22 KHz 
sampling frequencies and digitized with 8 and 16 bits. Then 

words were segmented into syllables to be saved in separate 
files as items of our data-base. The phonetic description of 
the files’ contents and other characteristics such as the 
speaker code and the code of microphone used were 
attached to each file. A search engine permits to extract all 
files with a specific phonetic content and other needed 
characteristics such as the sampling frequency or bit 
representation for different experiments. 
 

2. PITCH MARKING ALGORITHMS 
 

2.1 A new algorithm based  on the estimation of an ideal 
excitation signal using energy equalization of the 
harmonics of the fundamental frequency. 
  
This new algorithm estimates an ideal excitation impulse 
train using the energy equalization of different harmonics of 
the fundamental frequency present in the speech signal. The 
idea behind it is fairly simple and is based on the 
assumption that an ideal excitation signal resulting from an 
exact pitch marking would be an impulse train with a slowly 
varying periodicity corresponding to pitch or closed glottis 
intervals. Therefore if the pitch period can be calculated 
accurately, this information can be used in a Gaussian 

shaped filter given by: ( )
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n efH where 0f  is the 
fundamental frequency of the voiced signal, n is the 
harmonic number and 0s = ( maxf - minf )/ 0f  is the relative 
bandwidth of  the pass-band filter centered at 0f  . This 
filter is used to extract the signals corresponding to different 
harmonics and is zero phased. It does not alter the phase 
relationship between different harmonics which is 
introduced by the vocal tract. The result of not correcting 
the phase relationship of the harmonics in the estimated 
excitation signal reconstructed by first equalizing their 
energies and then summing them up will be an enlarged 
impulse train looking like a comb signal. The parameters of 
the filter, i.e. 0f  and 0s  are estimated using the famous 
SIFT algorithm [11]. Note that 0f  is the average 
fundamental frequency while maxf  and minf  are respectively 
the maximum and minimum of this frequency as calculated 
by SIFT. N the total number of harmonics to be added 
(n=1,…, N) is set experimentally to 5. The detection of the 
excitation points is carried out using a variable threshold 
applied to overlapping frames of the input signal. The 
threshold is set as a percentage (e.g. 80%) of the average 
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between the maximum values of the previous and present 
frames. The frame length is set low in comparison to the 
average pitch period and the frame overlap is 35 to 40%. 
 
2.1.1 Post-processing 
 
As some spurious excitation points are always detected as in 
other algorithms, a post-processing is used to remove them. 
This is basically the same for all other algorithms and is 
based on the average pitch period calculated for the whole 
signal undergoing the process. One of two detected points 
that are less spaced than a percentage of this value, say 70%, 
is removed in the following manner. One of the two points 
is taken at choice and the deviation between the pitch period 
at this point and the points before and after it is calculated. 
The same calculation is done for the other point. The correct 
pitch mark (PM) is the one with less deviation and the other 
point is removed.  
 
2.2 The Childers algorithm 
 
This algorithm is implemented as described in [5] although 
its parameters such as the frame size, the pattern length etc. 
are adjusted for the sampling frequency of the input signal. 
For instance the frame size is set so as to include, on 
average, three pitch periods of the voiced segment of the 
input signal. 
The Childers algorithm comprises two parts: Separation of 
voiced / unvoiced parts using the first reflection coefficient 
and the energy of the linear prediction error or the residual 
signal. This is followed by a simple correction avoiding 
separation patterns that include interruptions of voiced 
sounds by unvoiced parts and vice-versa. It also calculates 
the approximate pitch period in the cepstrum domain for the 
voiced part.  The excitation points are detected by forming 
first a template including, in the original algorithm, some 15 
points before and some 30 samples after the peak point of 
the linear prediction excitation or error signal in each frame 
and cross-correlating the chosen template with the whole 
frame of the excitation signal. The maxima of the cross-
correlation signal are then selected as PM points. In fact this 
algorithm simulates what is found to be done by a human 
expert during hand pitch marking.  
The detection of excitation points is, in fact, more involved. 
We first find the two samples with the highest positive and 
negative values and form the template around the sample 
with the highest magnitude. The length of the template is 
adjusted, like other parameters, using a sampling frequency 
correction factor. The first pitch mark is selected as the 
maximum positive value in the cross-correlation of the 
template and the excitation signal. Having detected one 
pitch mark, we move from this point in both directions 
towards the beginning and end of the frame and using the 
approximate pitch periods search for the maximum points 
around the indicated points and detect the other points. 
 
2.2.1 Post-processing 
 
The Childers’ algorithm leaves some spurious PM points 
that are removed using the same post-processing as 

explained before. Undetected pitch marks are very rare in 
this algorithm and if they happen they are located at the 
edges of the frames. This problem can be remedied by using 
some overlap between adjacent frames. In our case these 
points are corrected, as with all the other algorithms,  by 
pooling the results of other pitch mark tools. 
 
2.3 Multi-resolution pitch marking using Wavelet 
Transform 
 
The Wavelet Transform (WT) is used here as explained in 
[7] i.e. is based on multi-resolution analysis in a Dyadic WT 
space. In fact, the algorithm of Hanzo etal. comprises two 
parts. In the first part, the WT of the signal is calculated 
using the Fast Wavelet Transform (FWT) algorithm of 
Mallat [12] and the Spline Wavelet kernels whereby the 
lower half-band of the signal is successively halved and 
decimated. Starting with a speech signal of 4KHz bandwidth 
and increasing the scaling from 1 to 5, a multi-resolution 
space corresponding to bandwidths of 2000Hz down to 
125Hz is made available. The signal decomposed in its 
lower frequency components )(wSi  i=1,…,5 is used first 
to detect the periodicity corresponding to the harmonics of 
the fundamental frequency of the voiced segment. 
Therefore, in the first part of this algorithm maxima and 
minima of the signals )(wSi  are detected and points of 
maximum value are replaced with positive impulses and 
those corresponding to minima with negative impulses. An 
impulse present in 5s must be accompanied by other 
impulses in the vicinities of the same point in higher bands 
i.e. 1234 ,,, ssss . Then, for each point in 5s  other scales 
are searched and if the impulse is not repeated in all scales it 
is deleted. The vicinity of each point is found taking into 
account the decimation factor of 2 and some normalization 
is used to facilitate the search by compensating the 
decreasing level in different scale due to halving of the 
bandwidth. In this way candidate impulses are detected. 
They must be spaced at least 2.5 msec corresponding to the 
highest pitch of 400Hz. Therefore, between two 
neighbouring impulses less spaced than 2.5msec, the smaller 
is removed as spurious. Now in the second part of the 
original algorithm, each positive – negative pair of impulses 
with the highest amplitude is considered as two successive 
pitch marks and using Dynamic Programming the best set of 
PMs that give the most consistent periodicity is selected 
with good accuracy. However, in our scheme only the first 
part of the algorithm is used avoiding the costly second part. 
Nevertheless, the same post-processing as in 2.1.1 is used to 
reduce the number of candidate points. This scheme can be 
applied to the speech signal or to its linear prediction 
residual. 
 
2.3.1 Multi-resolution pitch marking results 
 
Our observations show that using speech signal as input is 
preferred to employing the excitation signal, due to 
displacement of the detected PMs, although less spurious 
points are detected in this case. Choosing the vicinity of 
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points in the algorithm is important and so is the selection of 
the correct peak in this vicinity. But all in all, this algorithm 
can detect the correct PMs albeit with some spurious ones 
(note that the second part of the original algorithm is not 
implemented). Rare are cases where pitch marks are left 
undetected although in some cases the detected points are 
misplaced. 
 
2.4 Hilbert Transform based pitch marking 
 
In the original work presented in [1], the Hilbert Envelope 
of the linear prediction residual i.e. the excitation signal of 
speech is used. In our implementation we used as input the 
speech signal, its low-pass filtered version (as used in the 
SIFT algorithm, filtered below 900Hz) and, the excitation 
signal. The Hilbert Transform (HT) is calculated in time 
domain using an FIR filter of 201 coefficients to implement 
this transform accurately. The Hilbert Envelope has this 
important characteristic that it shows a peak at the excitation 
point or PM which can be detected using a threshold. But, 
due to variations in the signal energy and some non-
uniformity in the envelope, it is practically very difficult to 
use a constant threshold and some pre-processing is 
normally needed.  We used different filtering schemes such 
as moving average, median, removing minimum value etc. 
to reduce the time-varying DC off-set which causes the non-
uniformity. The best solution to tackle the problem was 
found to be a variable threshold calculated and applied as 
follows: The signal is segmented into frames of 150 
samples, for instance, having an overlap of half segment 
length. The threshold for the frame under-going the process 
is calculated as a percentage, say 95%, of the average 
between the maximum value of the frame and of the 
previous one. Nevertheless, the result of applying this 
threshold is far from desired and the post-processing 
explained in 2.1.1 is used to remove the spurious PMs.  
 
2.4.1 HT based pitch marking results 
 
Using the low-pass filtered speech and the linear prediction 
residual, both void of the formants’ structure, give usually 
same and in some cases worse results as the original speech 
signal. In rare occasions the low-pass filtered signal, which 
performs very similarly as the excitation signal, results in 
better pitch marking. 
 
3. OVERALL ASSESSMENT OF DIFFERENT PITCH 

MARKING TOOLS 
 

The detailed comparison of these algorithms appears in [10]. 
It can be summarized as follows: Among the four 
algorithms as implemented here, pitch marking based on 
estimation of the ideal excitation using energy equalization 
of harmonics of the fundamental frequency in the speech 
signal performs the best. Childers algorithm ranks second 
and has the advantage of giving the pitch period and 
separating the voiced / unvoiced parts at the same time. The 
algorithm based on multi-resolution analysis using WT, as 
implemented here without its dynamic programming sequel, 
can only be used if completed by an effective post-

processing suggested here for all four tools. This algorithm 
is fairly costly in computation and therefore slow. The 
algorithm based on HT ranks last although it results in less 
spurious detections as compared with the former. This 
algorithm also can not be used without a further post-
processing and suffers from fairly heavy computation. 

 
4. AN EXPERT SYSTEM BASED ON LOGICAL 

COMBINATION OF THE PREVIOUS ALGORITHMS 
RESULTS 

 
4.1 Finding common PM points among previous results 
using Logical AND 
 
Here, by applying a simple AND operation on previous PM 
results we try to find the common points in them. In this 
operation many detected points are deleted as they not 
appear in other results. The common points are taken as true 
PMs and a post-processing is used to fill-in the gaps left by 
removed points. This operation can be carried out on two or 
more previous outputs. Most of the time, combining the 
results of the first two ranking algorithms is satisfactory. 
However, there are cases where combining all preliminary 
results is better. Therefore, the final program combines all 
previous outputs.  
 
4.1.1 Restoration of removed and undetected pitch marks 
 
To restore the removed or undetected PMs we first analyze 
the remaining points after the AND operation. We calculate 
the pitch period between the detected points. Any pitch 
period higher than 1.5 times the average pitch as calculated 
by the SIFT algorithm is considered to include one or more 
removed or undetected excitation points. To find these 
points, the previous and following pitch periods that fulfill 
the condition and are therefore considered correct are 
averaged. In case the previous or following periods are also 
labeled incorrect the average SIFT value is used instead. In 
any event, the average pitch calculated using the previous 
and following periods must not exceed the average SIFT 
value by more than a certain amount (say 30%). Then, using 
the approximate pitch value for the segment under 
consideration, the vicinity of the suspected point is searched 
and two extreme values on each side of the point are 
considered. The correct excitation point is preceded and 
followed by points of lower magnitudes. This is based on 
the damping present usually in the tail of a period and in 
general in the voiced signal after the excitation point. As 
there are usually undetected points in the on-set and off-set 
parts of the voiced segments, beginning and ending 
segments of the voiced part, as determined by the first and 
last PMs, are searched separately by the same method to 
complete the process.  
It is worth noting that instead of the AND operator the 
Majority Rule can be used in the sense that a PM is 
considered valid if it is present in the majority of the 
outputs. There is no difference when the common points 
detected either way are further combined with the result of a 
Logical OR as explained next. Then, the Logical AND is 
preferred to the Majority Rule for its simplicity and speed. 
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4.2 Finding union of all PM points using Logical OR 
 
The union of the preliminary outputs is obtained using a 
simple OR operator. In almost all cases the valid excitation 
points are found among this union but, obviously some 
spurious points are also detected which must be removed by 
a post-processing and it can be said that the performance of 
this combination depends on the post-processor. Again any 
two combinations of the four preliminary results can be 
used. Using the outputs of the first two best tools gives, in 
most cases, results as good as using all four outputs. But, 
there are cases that both algorithms miss a valid point and 
therefore, using all four outputs is preferred. 
 
4.2.1 Removing spurious excitation points 
 
A variant of the previously explained post-processor is used. 
It is assumed that the least pitch period can be 70% of the 
average SIFT value and therefore, between two PMs that are 
less spaced than this amount one must be removed. If the 
spacing is less than 20% of the average SIFT value, the 
point on the right hand side (farther in time) is removed. 
This is because, in this case, the second extreme point is 
mistaken as a valid PM. If this condition is not fulfilled we 
proceed on the basis of maximum deviations as explained in 
2.1.1. But, if the deviations are close, the selection is based, 
this time, on comparing the magnitudes of candidate PMs 
and the one with higher magnitude is selected as valid.  
The results of this combination are satisfactory in the same 
manner as those of the AND operator. But, there are still 
some difficult cases where both combinations fail. This is 
why we use a further OR operation on the previous two 
outputs. This step is also completed by a post-processing of 
the same kind as explained here above. A typical example is 
given in Figure 1 below.  
 

 
 

Figure 1: The final pitch marking result on a ‘wi’ sound (signal 
digitized at 11KHz with 8b/sample). 

 
This way a completely satisfactory expert system is obtained 
which did not fail on any file in our data-base. Nevertheless, 
a facility is provided for hand correcting the final result 
using, among others, a zoom facility. 

 
 

 
CONCLUSION 

 
An expert system based on a new and three existing pitch 
marking tools has been devised. This expert system uses 
simple logical combinations of the tools’ outputs. The 
behaviour of a human expert system has been taken into 
account in developing the post-processing that is necessary 
to complete each tool and to further improve the results of 
their combinations. It is noted that, in most cases, combining 
the results of the new tool based on the estimation of the 
ideal excitation signal using energy equalization of 
harmonics of the fundamental frequency present in speech 
and the Childers method, itself based on what goes on 
behind hand marking by a human expert, is satisfactory. 
However, accurate and complete pitch marking is best 
achieved with all four outputs at the expense of some higher 
processing time. 
 

REFERENCES 
 
[1] T.V. Ananthapadmanabha and B. Yegnanarayana; 

“Epoch extraction from linear prediction residual for 
identification of closed glottis interval”, IEEE Trans. 
On ASSP, Vol. ASSP-27, No.4, August 1979. 

[2] Y.M. Cheng and D. O’Shaughnessy; “Automatic and 
reliable estimation of glottal closure instant and period”, 
IEEE Trans. On ASSP, Vol.37, No.12, Dec. 1989. 

[3]  R. Hennig; “A fast expert program for pitch extraction”, 
EUROSPEECH Conference, 1989. 

[4]  F.M. Gimenez de los Galanes, M.H. Savoji, J.M. Pardo; 
“Marcador automatico de excitation glotal’; Proc. URSI 
93; Valencia, Spain, 1993. 

[5] D.G. Childers; “Speech processing and synthesis 
toolboxes”, John Wiley and Sons Inc., 2000. 

[6] M. Sakomoto and T. Saitoh; “An automatic pitch-
marking method using wavelet transform”, ICSLP-2000 
Conference on Spoken Language Processing. 

[7]  L. Hanzo etal.; “wavelet and pitch detection”, Chapter 
12 in “Voice compression and communication 
principles and applications for fixed and wireless 
channels”, IEEE Series on Digital and Mobile 
Applications, 2001. 

[8] V. Colotte and Y. Laprie; “Higher precision pitch 
marking for TD-PSOLA”, EUSIPCO-2002 Conference. 

[9] D. Tihelka and J. Matousek; “Comparison of various 
speech based signals and pitch marking detection 
methods for use in speech synthesis”, 16th International 
EURASIP-2002 Conference. 

[10] K. Ashouri and M.H. Savoji ; ‘A new pitch marking 
algorithm based on harmonics energy equalization of 
the speech signal’; accepted for publication in SETIT-
2004 Conf., Susa, Tunisia, March 2004. 

[11] J.D. Markel and A.H. Gray; “Linear prediction of 
speech”, Springer-Verlag, 1976. 

[12] S. Mallat; ‘A wavelet tour of signal processing’; 
Academic Press, 1999. 

 

998


	Index
	EUSIPCO 2004 Home Page
	Conference Info
	Exhibition
	Welcome message
	Venue access
	Special issues
	Social programme
	On-site activities
	Committees
	Sponsors

	Sessions
	Tuesday 7.9.2004
	TueAmPS1-Coding and Signal Processing for Multiple-Ante ...
	TueAmSS1-Applications of Acoustic Echo Control
	TueAmOR1-Blind Equalization
	TueAmOR2-Image Pyramids and Wavelets
	TueAmOR3-Nonlinear Signals and Systems
	TueAmOR4-Signal Reconstruction
	TueAmPO1-Filter Design
	TueAmPO2-Multiuser and CDMA Communications
	TuePmSS1-Large Random Matrices in Digital Communication ...
	TuePmSS2-Algebraic Methods for Blind Signal Separation  ...
	TuePmOR1-Detection
	TuePmOR2-Image Processing and Transmission
	TuePmOR3-Motion Estimation and Object Tracking
	TuePmPO1-Signal Processing Techniques
	TuePmPO2-Speech, Speaker, and Emotion Recognition
	TuePmSS3-Statistical Shape Analysis and Modelling
	TuePmOR4-Source Separation
	TuePmOR5-Adaptive Algorithms for Echo Compensation
	TuePmOR6-Multidimensional Systems and Signal Processing
	TuePmPO3-Channel Estimation, Equalization, and Modellin ...
	TuePmPO4-Image Restoration, Noise Removal, and Deblur

	Wednesday 8.9.2004
	WedAmPS1-Brain-Computer Interface - State of the Art an ...
	WedAmSS1-Performance Limits and Signal Design for MIMO  ...
	WedAmOR1-Signal Processing Implementations and Applicat ...
	WedAmOR2-Continuous Speech Recognition
	WedAmOR3-Image Filtering and Enhancement
	WedAmOR4-Machine Learning for Signal Processing
	WedAmPO1-Parameter Estimation: Methods and Applications
	WedAmPO2-Video Coding and Multimedia Communications
	WedAmSS2-Prototyping for MIMO Systems
	WedAmOR5-Adaptive Filters I
	WedAmOR6-Speech Analysis
	WedAmOR7-Pattern Recognition, Classification, and Featu ...
	WedAmOR8-Signal Processing Applications in Geophysics a ...
	WedAmPO3-Statistical Signal and Array Processing
	WedAmPO4-Signal Processing Algorithms for Communication ...
	WedPmSS1-Monte Carlo Methods for Signal Processing
	WedPmSS2-Robust Transmission of Multimedia Content
	WedPmOR1-Carrier and Phase Recovery
	WedPmOR2-Active Noise Control
	WedPmOR3-Image Segmentation
	WedPmPO1-Design, Implementation, and Applications of Di ...
	WedPmPO2-Speech Analysis and Synthesis
	WedPmSS3-Content Understanding and Knowledge Modelling  ...
	WedPmSS4-Poissonian Models for Signal and Image Process ...
	WedPmOR4-Performance of Communication Systems
	WedPmOR5-Signal Processing Applications
	WedPmOR6-Source Localization and Tracking
	WedPmPO3-Image Analysis
	WedPmPO4-Wavelet and Time-Frequency Signal Processing

	Thursday 9.9.2004
	ThuAmSS1-Maximum Usage of the Twisted Pair Copper Plant
	ThuAmSS2-Biometric Fusion
	ThuAmOR1-Filter Bank Design
	ThuAmOR2-Parameter, Spectrum, and Mode Estimation
	ThuAmOR3-Music Recognition
	ThuAmPO1-Image Coding and Visual Quality
	ThuAmPO2-Implementation Aspects in Signal Processing
	ThuAmSS3-Audio Signal Processing and Virtual Acoustics
	ThuAmSS4-Advances in Biometric Authentication and Recog ...
	ThuAmOR4-Decimation and Interpolation
	ThuAmOR5-Statistical Signal Modelling
	ThuAmOR6-Speech Enhancement and Restoration I
	ThuAmPO3-Image and Video Watermarking
	ThuAmPO4-FFT and DCT Realization
	ThuPmSS1-Information Transfer in Receivers for Concaten ...
	ThuPmSS2-New Directions in Time-Frequency Signal Proces ...
	ThuPmOR1-Adaptive Filters II
	ThuPmOR2-Pattern Recognition
	ThuPmOR3-Rapid Prototyping
	ThuPmPO1-Speech/Audio Coding and Watermarking
	ThuPmPO2-Independent Component Analysis, Blind Source S ...
	ThuPmSS3-Affine Covariant Regions for Object Recognitio ...
	ThuPmOR4-Source Coding and Data Compression
	ThuPmOR5-Augmented and Virtual 3D Audio
	ThuPmOR6-Instantaneous Frequency and Nonstationary Spec ...
	ThuPmPO3-Adaptive Filters III
	ThuPmPO4-MIMO and Space-Time Communications

	Friday 10.9.2004
	FriAmPS1-Getting to Grips with 3D Modelling
	FriAmSS1-Nonlinear Signal and Image Processing
	FriAmOR1-System Identification
	FriAmOR2-xDSL and DMT Systems
	FriAmOR3-Speech Enhancement and Restoration II
	FriAmOR4-Video Coding
	FriAmPO1-Loudspeaker and Microphone Array Signal Proces ...
	FriAmPO2-FPGA and SoC Realizations
	FriAmSS2-Nonlinear Speech Processing
	FriAmOR5-OFDM and MC-CDMA Systems
	FriAmOR6-Generic Audio Recognition
	FriAmOR7-Image Representation and Modelling
	FriAmOR8-Radar and Sonar
	FriAmPO3-Spectrum, Frequency, and DOA Estimation
	FriAmPO4-Biomedical Signal Processing
	FriPmSS1-DSP Applications in Advanced Radio Communicati ...
	FriPmOR1-Array Processing
	FriPmOR2-Sinusoidal Models for Music and Speech
	FriPmOR3-Recognizing Faces
	FriPmOR4-Video Indexing and Content Access


	Authors
	All authors
	A
	B
	C
	D
	E
	F
	G
	H
	I
	J
	K
	L
	M
	N
	O
	P
	Q
	R
	S
	T
	U
	V
	W
	X
	Y
	Z
	Ö

	Papers
	All papers
	Papers by Sessions
	Papers by Topics

	Topics
	1. DIGITAL SIGNAL PROCESSING
	1.1 Filter design and structures
	1.2 Fast algorithms
	1.3 Multirate filtering and filter banks
	1.4 Signal reconstruction
	1.5 Adaptive filters
	1.6 Sampling, Interpolation, and Extrapolation
	1.7 Other
	2. STATISTICAL SIGNAL AND ARRAY PROCESSING
	2.1 Spectral estimation
	2.2 Higher order statistics
	2.3 Array signal processing
	2.4 Statistical signal analysis
	2.5 Parameter estimation
	2.6 Detection
	2.7 Signal and system modeling
	2.8 System identification
	2.9 Cyclostationary signal analysis
	2.10 Source localization and separation
	2.11 Bayesian methods
	2.12 Beamforming, DOA estimation, and space-time adapti ...
	2.13 Multichannel signal processing
	2.14 Other
	3. SIGNAL PROCESSING FOR COMMUNICATIONS
	3.1 Signal coding, compression, and quantization
	3.2 Modulation, encoding, and multiplexing
	3.3 Channel modeling, estimation, and equalization
	3.4 Joint source - channel coding
	3.5 Multiuser communications
	3.6 Multicarrier systems
	3.7 Spread-spectrum systems and interference suppressio ...
	3.8 Performance analysis, optimization, and limits
	3.9 Broadband networks and subscriber loops
	3.10 Application-specific systems and implementations
	3.11 MIMO and Space-Time Processing
	3.12 Synchronization
	3.13 Cross-Layer Design
	3.14 Ultrawideband
	3.15 Other
	4. SPEECH PROCESSING
	4.1 Speech production and perception
	4.2 Speech analysis
	4.3 Speech synthesis
	4.4 Speech coding
	4.5 Speech enhancement and noise reduction
	4.6 Isolated word recognition and word spotting
	4.7 Continuous speech recognition
	4.8 Spoken language systems and dialog
	4.9 Speaker recognition and language identification
	4.10 Other
	5. AUDIO AND ELECTROACOUSTICS
	5.1 Active noise control and reduction
	5.2 Echo cancellation
	5.3 Psychoacoustics
	5.5 Audio coding
	5.6 Signal processing for music
	5.7 Binaural systems
	5.8 Augmented and virtual 3D audio
	5.9 Loudspeaker and Microphone Array Signal Processing
	5.10 Other
	6. IMAGE AND MULTIDIMENSIONAL SIGNAL PROCESSING
	6.1 Image coding
	6.2 Computed imaging (SAR, CAT, MRI, ultrasound)
	6.3 Geophysical and seismic processing
	6.4 Image analysis and segmentation
	6.5 Image filtering, restoration and enhancement
	6.6 Image representation and modeling
	6.7 Digital transforms
	6.9 Multidimensional systems and signal processing
	6.10 Machine vision
	6.11 Pattern Recognition
	6.12 Digital Watermarking
	6.13 Image formation and computed imaging
	6.14 Image scanning, display and printing
	6.15 Other
	7. DSP IMPLEMENTATIONS, RAPID PROTOTYPING, AND TOOLS FO ...
	7.1 Architectures and VLSI hardware
	7.2 Programmable signal processors
	7.3 Algorithms and applications mappings
	7.4 Design methodology and rapid prototyping
	7.6 Fast algorithms
	7.7 Other
	8. SIGNAL PROCESSING APPLICATIONS
	8.1 Radar
	8.2 Sonar
	8.3 Biomedical processing
	8.4 Geophysical signal processing
	8.5 Underwater signal processing
	8.6 Sensing
	8.7 Robotics
	8.8 Astronomy
	8.9 Other
	9. VIDEO AND MULTIMEDIA SIGNAL PROCESSING
	9.1 Signal processing for media integration
	9.2 Components and technologies for multimedia systems
	9.4 Multimedia databases and file systems
	9.5 Multimedia communication and networking
	9.7 Applications
	9.8 Standards and related issues
	9.9 Video coding and transmission
	9.10 Video analysis and filtering
	9.11 Image and video indexing and retrieval
	10. NONLINEAR SIGNAL PROCESSING AND COMPUTATIONAL INTEL ...
	10.1 Nonlinear signals and systems
	10.2 Higher-order statistics and Volterra systems
	10.3 Information theory and chaos theory for signal pro ...
	10.4 Neural networks, models, and systems
	10.5 Pattern recognition
	10.6 Machine learning
	10.9 Independent component analysis and source separati ...
	10.10 Multisensor data fusion
	10.11 Other
	11. WAVELET AND TIME-FREQUENCY SIGNAL PROCESSING
	11.1 Wavelet Theory
	11.2 Gabor Theory
	11.3 Harmonic Analysis
	11.4 Nonstationary Statistical Signal Processing
	11.5 Time-Varying Filters
	11.6 Instantaneous Frequency Estimation
	11.7 Other
	12. SIGNAL PROCESSING EDUCATION AND TRAINING
	13. EMERGING TECHNOLOGIES

	Search
	Help
	Browsing the Conference Content
	The Search Functionality
	Acrobat Query Language
	Using Acrobat Reader
	Configurations and Limitations

	About
	Current paper
	Presentation session
	Abstract
	Authors
	Keyvan Ashouri
	Mohammad Hassan Savoji



