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Abstract – In ordinary digital filters, reducing the
wordlength of a signal in truncation always increases
the quantization error variance at system output. We
show that this law is not always valid if quantization
noise shaping, e.g., error feedback, is used. This fact
should be taken into account in the design of word-
length optimization algorithms.

Furthermore, we show that cascaded integrator-
comb (CIC) decimators provide inherent noise shap-
ing. This is a consequence of pole-zero cancellation at
passband, which has become possible through the use
of modulo arithmetic. Thus, the wordlengths in the
comb stages can be kept small, which can also reduce
the complexity of the successive filter stage(s) usually
following a CIC decimator.
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optimization

1  INTRODUCTION

In [1], a truncation noise model for DSP systems was
derived, giving more reliable estimates than earlier mod-
els. This more accurate model reveals a previously undis-
covered property of truncation noise, having an effect on
signal wordlength optimization.

The structure of this paper is the following. In Section
2, the CIC decimator structure is briefly reviewed. In Sec-
tion 3, the truncation noise model is given, and a formula
of the contribution of multiple truncations in a cascade of
digital filters to the overall output noise is derived. A new
phenomenon is discovered, having importance especially
in optimized ASIC and FPGA implementations where
wordlengths can be chosen freely and truncations of just a
few bits can be made to save resources. In Section 4, we
show that CIC filters provide inherent noise shaping for
truncation errors generated within the CIC structure. CIC
filters are also used as an example of the theory derived in
Section 3 and in the simulations used to prove the theory.

2  CIC DECIMATORS

The cascaded integrator-comb (CIC) decimator [2] is an
efficient recursive implementation form of first- or high-
er-order running sum filters. The transfer function and fre-

quency response of a CIC decimation filter ofNth order
are

(1)

and

, (2)

respectively, where  is the decimation factor. In Figure
1, the block diagram of a second-order CIC decimator is
presented. By exploiting modulo arithmetic, the denomi-
nator part (integrators) of the transfer function can be im-
plemented separately from the numerator part (combs).
This reduces the addition rate of the numerator part
(combs) and the amount of memory required. Integrators
are unstable recursive filters, but because of modulo arith-
metic, the overflows occurring in the integrators are can-
celled by the combs, provided that all substages have
equal level MSBs (i.e., have equal moduli) and the
wordlength of the first integrator is sufficient.

Figure 1. Block diagram of a second-order CIC filter.

3  TRUNCATION NOISE MODEL

Truncation is a nonlinear process but can be modeled as
adding independent, evenly distributed white noise into
the signal.

Let us define theLSB level  of a signal such that the
signal can take values , where  is an integer within
a range limited by the wordlength and number representa-
tion. According to [1], the mean and variance of noise in-
troduced in signal wordlength truncation are

(3)

and
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respectively, where , and  and
 are the LSB levels before and after the truncation,

respectively. In this paper, we concentrate on truncation
and ignore rounding because they differ only by the DC
offset introduced (average error); truncation requires no
hardware and in linear time-invariant (LTI) systems all
known DC offset(s) can be removed from the signal with
arbitrary precision with a single subtraction of a constant
at the system output or (almost) anywhere in the system.

In a cascade of filters , s=1,...,S, the overall out-
put noise variance is

(5)

where  and (s=1,...,S) are the (effective) input and
coefficient LSB levels of thesth filter stage, respectively,

 and  are the input and output LSB levels, re-
spectively, , and

(6)

is the power gain for thesth truncation with  and
 corresponding to truncation of the input and out-

put, respectively.
We can rewrite Eq. (5):

(7)

In ordinary filters with no noise shaping, the term

(8)

is always positive, because a high attenuation requires
small values of . Therefore, increasing any  will
increase the overall noise variance at system output.

However, if noise shaping, e.g., error feedback in trun-
cation, is used (or occurs implicitly as will be shown in
Section 4), it is possible that  becauseGs becomes
much smaller with respect toGs+1. In such a case, de-

creasing  (increasing the wordlength at the input of the
sth filter stage) wouldincrease the total truncation noise
variance at the system output. Therefore, it would be op-
timal in terms ofboth noise variance and complexity to
have  if other wordlengths are fixed. If

, the wordlength  has no effect on the output
noise variance.

The discovery of this phenomenon was made possible
by the introduction of the truncation error model based on
discrete error distribution [1] because of its negative term
in Eq. (4). It was not visible in the traditional model

, (9)

where  is the quantization step. This model was origi-
nally derived for analog-to-digital conversion and worked
well also in ordinary DSP systems with coefficient word-
lengths and truncations larger than few bits, and no trun-
cation noise shaping. Actually, Eq. (9) and Eq. (4) become
equivalent if , i.e., when quantizing an ana-
log signal.

In systems more complex than a cascade of filters, the
same principles as explained above can be used.‘s are
calculated for each pair of truncation noise source and out-
put node, taking all signal paths into account.

In the next section, the theory presented above is ap-
plied to and verified with CIC decimators.

4  NOISE SHAPING IN CIC DECIMATORS

The signal wordlength required in a high-order CIC fil-
ter may become much larger than that needed at the out-
put. Therefore, wordlength(s) must be reduced.
Truncation can be applied inside the CIC structure be-
cause it does not affect the overflow cancellation that oc-
curs at the comb stages [2].

Truncation error has a non-zero mean. This is seen as a
DC offset in the signal. Because the combs have a zero
gain at DC, they cancel the DC offsets introduced by all
truncations within the CIC filter.

Figure 2. Truncation noise model of a third-order CIC
decimator.

Figure 2 depicts the truncation noise model of a CIC fil-
ter. It can be seen that truncation noise from all but the last
truncation is filtered by a number of (integrator and) comb
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Ĝs 0= λs

σ2 ∆2

12
------

1
12
------4λafter= =

∆

λbefore ∞–=

Gs

1

1 z 1––
-----------------1

1 z 1––
----------------- 1

1 z 1––
-----------------

1 z 1––1 z 1––1 z 1––

↓R⊕ ⊕

⊕ ⊕

⊕

⊕

DC+noise DC+noise

DC+noiseDC+noiseDC+noise

DC+noise

F z( )

σ1
2 σ2

2 σ3
2

σ4
2 σ5

2 σ6
2

λ4λ3λ2

λ5 λ6 λ7

λ3λ2
λ1

λ4 λ4 λ5 λ6

λ0 λ1=



stages. The CIC decimator is followed by a lowpass filter
F(z). Notice that CIC filters are seldom used with no suc-
cessive filtering because of their passband droop and lim-
ited stopband width. The transfer functions of the
subfilters can be written as

(10)

at the input sample rate.
The system of Figure 2 was simulated to verify the mod-

el given in Section 3. A sinusoid with white dithering
noise was used as input signal. From Figure 3 it can be
seen that the model is quite accurate and predicts well the
spectral shape of the filtered noise. In the same simulation
it was also verified that it is possible for  to obtain neg-
ative values and, in such a case, it is optimal to use as large
a  as possible, i.e., truncate as much as possible before
thesth stage. This disproves the conventional assumption
that increasing the LSB level would always increase the
truncation noise variance at system output.

Figure 3. Simulated and theoretical power spectrum of
truncation noise generated between the last integrator
and the first comb of a third-order CIC decimator and

measured at the output of the CIC decimator.

Figure 4 illustrates the effect of the cutoff frequency and
stopband attenuation of the lowpass filter  to the val-
ue of  (and thereby, noise shaping) in the system
shown in Figure 2. In order to simplify the analysis, a par-
tially ideal lowpass filterF(z) was used, having a finite,
constant stopband attenuationrs, an ideal passband with
unity gain, and zero-width transition band. The following
four facts can be observed: 1) At low cutoff frequencies,
changes of the cutoff frequency do not affect the total out-
put noise variance because the cutoff frequency is deep in
the noise notch. The noise variance is determined entirely
by the stopband attenuation ofF(z), and noise shaping
gives no benefit. 2) At high cutoff frequencies, shaped

noise is let through within the passband, and the benefit of
noise shaping is lost. 3) In between, , thus a larger

 gives a smaller noise variance at the output ofF(z). 4)
When ,  has no effect on noise variance at the
output ofF(z).

A typical optimized wordlength profile of a CIC deci-
mator is shown in Figure 5. The first integrator is bound
to the wordlength1 w1 determined by the DC gain of the
CIC filter [2]:

, (11)

wherewin is the input wordlength.

Figure 4. Theoretical output noise variance of the sys-
tem of Figure 2, plotted as a function of the cutoff fre-
quency ofF(z) with different stopband attenuations of
F(z) and wordlengths of the first comb stage.F(z) is a
partially ideal lowpass filter having a constant stopband
attenuationrs, an ideal passband with unity gain, and

zero-width transition band.

Figure 5. A typical optimized wordlength profile of a
CIC decimator. All comb stages have the same

wordlength.

Few or no bits at all can be truncated at the next few in-
tegrators if the input wordlength is small (e.g., the output
of a sigma-delta modulator). Then the wordlength de-
creases rapidly, usually reaching its minimum at the first

1. This formula is valid for two’s complement number
representation.
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comb stage. However, if the stopband attenuation of the
final lowpass filterF(z) is small, there may be slight trun-
cation(s) between the comb stages, too.

Wordlength profiles shown in [2][3][4] resemble that of
Figure 5, but they do not exploit the negative‘s.

5  CONCLUSIONS

In this paper, we have shown that in a digital signal pro-
cessing system – contrary to the common knowledge – re-
ducing the wordlength of a signal may sometimes reduce
the total truncation noise variance at system output if
noise shaping occurs. This phenomenon was deduced
from the truncation noise model based on discrete error
distribution and has been verified with simulations. It has
to be taken into account in wordlength optimization algo-
rithms, and may also help in manual selection of word-
lengths.

If noise shaping – explicit or implicit – occurs in a
wordlength-optimized DSP system, caution should be ex-
ercised if implementing wordlengths longer than those
obtained from the optimization, as that may result in ex-
ceeding the given truncation noise constraints at system
output.

It was also shown that CIC decimators provide inherent
noise shaping, which helps reduce the complexity of both
the CIC decimator itself and a successive filter stage.
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