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ABSTRACT

In this paper, we propose derivatives of adapted non-
linear multiresolution decompositions, that allow pro-
gressive lossless image compression and that seem to
be well suited to satellite images. We compare their
performance (bit rate, coding time and decoding time)
with different lossless codecs for MRI medical images
and for satellite images. The multiresolution decompo-
sitions presented are based on a hierarchical pyramidal
scheme. For one level of decomposition, the image is
partitioned into two polyphase components I1 and I2.
One component, I2, is linearly estimated from the obser-
vation of I1 and a causal part of I2. The filter coefficients
are computed in order to minimize either a global or a
local mean square error. The difference between I2 and
its truncated linear estimation is then partitioned into
two polyphase components, by decimation. Finally, the
same process (decimations and estimation) is applied to
I1 in order to give two other subimages.

1 INTRODUCTION

Owing to the improvements in portable computer tech-
nology during the last decade, the digital information
quantity stored and transmitted in the world has in-
creased exponentially. Despite the constant decreasing
cost of memory, it is still more and more necessary to
compress data. In image compression, the progressive
coding like the embedded zerotree coding introduced by
Shapiro [10] has pleased many users because it gives a
large flexibility. It permits users to control both the rate
of data transmission and the size of memory engaged in
order to store data.

In most applications of digital images, a lossy or near
lossless compression is entirely satisfactory. Hence, over
the last years important research works have been done
on the matter, leading to the part I of the JPEG 2000
standard. However, lossless image compression finds ap-
plications in medical, seismic, satellite and military im-
age processing. Moreover, the JPEG 2000 standard does
not impose a wavelet decomposition for lossless coding.
It permits innovation in the decomposition part of a
lossless codec.

Hierarchical pyramidal decompositions are well suited
to achieve a progressive lossy to lossless coding. The
codecs JASPER [2] (compatible with the JPEG 2000
standard) and SPIHT [9] are based on such decompo-
sitions, but the LOCO-I [11] (of the JPEG-LS stan-
dard) and the CALIC [12] codecs are not. On the one
hand, the S + P transform and the integer to integer
wavelet transform, which are the multiresolution decom-
positions used in SPIHT and JASPER respectively, do
not adapt to the encoded image. But on the other hand,
the LOCO-I and CALIC codec do adapt to the context
of the encoded image. Moreover, progressive coding is
not allowed with LOCO and CALIC, yet it occurs with
SPIHT and JASPER.

In [3] and [4], we have presented nonlinear adapted
multiresolution decompositions based on least square es-
timations. They do not assume special spectral density
models, as in the adaptive lifting scheme presented in
[5]. Associated with the set partitioning in hierarchical
trees (SPIHT) coder [9], they permit embedded progres-
sive coding both in quality (signal to noise ratio) and in
resolution ([3]) or just in resolution ([4]).

In this paper, we present derivatives of these decom-
positions that suit better to MRI medical images and to
satellite images. This is done in section 2. In section 3,
we compare the performances in bit rate, coding time
and decoding time between the codecs we introduced
and other ones which are well known: CALIC, LOCO-I,
JASPER and SPIHT.

2 ADAPTED MULTIRESOLUTION DE-
COMPOSITIONS

In this section, we describe two derivatives of nonlin-
ear multiresolution decomposition which adapt to the
initial image and which are based on truncated linear
mean square estimation (LMSE) associated with a lift-
ing scheme [6]. Let us recall, in short, the methods
introduced in [3] and [4]. In order to achieve one level
of decomposition, the initial image I is partitioned into
two subimages I1 and I2 by decimation. The subimages
I1 and I2 are the polyphase components of I. The deci-
mation is either in quincunx (QD) or separable (SD), in



this case the lines are first decimated. Let us introduce
the set Z of integer numbers and the dimension M2×N2

of the subimage I2. The pixel I2(i, j) is estimated by

Î2(i, j) =
∑

(h,k)∈∆1

ahkI1(i− h, j − k)

+
∑

(h,k)∈∆2

bhkI2(i− h, j − k) (1)

where the finite subset ∆1 ⊂ Z2 is either a rectangle cen-
tered in (0, 0) (global case below mentioned) or a subset
of such a rectangle (adaptive case below mentioned),
and ∆2 ⊂ Z2 is either a finite non symmetric half plane
(global case) or a subset of it (adaptive case).

The filters coefficients ahk and bhk are calculated in
order to adapt the best (in L2) to the initial image I.
The adaptation is either global ([3]), i.e. minimizes the
total energy

W =
M2∑
i=1

N2∑
j=1

(
I2(i, j)− Î2(i, j)

)2

, (2)

or adaptive ([4]), i.e. minimizes the current energy

W =
m∑

i=1

n∑
j=1

(
I2(i, j)− Î2(i, j)

)2

αm−i+n−j , (3)

with α = 0.9995 a forgetting factor. Thereafter, the
subimage I2 is first replaced by the error of estimation

Ĩ2(i, j) = I2(i, j)− floor[Î2(i, j) + 1/2] (4)

and then decimated, either in quincunx (when QD) or
separately on columns (when SD) in order to give two
subimages I21 and I22.

Let us notice that in the methods described here no
estimation is applied in the decomposition of I2 into
I21 and I22, as opposed to the methods presented in [3]
and [4]. Indeed, we noticed that an estimation in this
step of the decomposition does not improve the compres-
sion bit rate in general, but on the contrary increases it.
However, an estimation in this step slightly reduces the
energy of the transformed image.

The same scheme (decimation + truncated linear esti-
mation) is applied to the subimage I1, giving the subim-
ages I11 and I12. The transformation

I 7→
[

I11 I21

I12 I22

]
(5)

corresponds to one level of decomposition. The subim-
ages I12, I21 and I22 are the subimages of details and
I11 is the low resolution subimage. As in the hierarchical
pyramidal scheme, the multiresolution decomposition is
obtained by applying recursively the one level decompo-
sition to the low resolution subimage. In the following,
the global and adaptive methods will be respectively
named BBG and BBA.

2.1 Global method (BBG)

In this case, the filters coefficients ahk and bhk are so-
lutions of the well known system of linear equation as-
sociated with LMSE. The matrix Γ of the system is
computed from the relation

Γ = X tX , (6)

where X is a matrix which is made up of blocks, each
block being Toeplitz, and whose coefficients are pixel
values of the image I. We have implemented a kind of
fore-windowed method and we have used the fact that
the matrix Γ can be shared into four blocks, each block
being closed to Toeplitz by blocks (the displacement
rank [8] is equal to 2). This permits us to reduce sig-
nificantly the complexity of matrix Γ computation and
therefore to reduce significantly the coding time.

In order to better fit the orders (p, q) of the trans-
fert function of the filters (ahk) and (bhk), we made a
lot of tests on seventeen MRI medical images of dimen-
sion 512 × 512 × 8. The best results of our simulations
have been achieved by adapting the orders (p, q) to the
dimension of the low resolution subimage. We noticed
that the more the level of decomposition increases, the
less the pixels of the low resolution subimage are corre-
lated (as we could expect), and hence we noticed that
it becomes less efficient to adapt the filters coefficients.
For low resolution subimages of small dimension, the
estimation Î2(i, j) in the relation (1) is replaced by a
nonlinear approximation of I1(i, j) close to the trans-
formed image of the first encoder in the LAR method
introduced by Déforges et Ronsin [7].

2.2 Adaptive method (BBA)

In this case, the filters coefficients ahk and bhk depend
on the current pixel (i, j). They are grouped in one
column matrix c(i, j) and they are arranged in such an
order that in the estimation equation (1), which can be
written as

Î2(i, j) = ct(i, j)y(i, j), (7)

the first coefficients of the observation vector y(i, j) con-
tain the values of the closest pixels to the current one [4].
Among these pixels, a quantity r1 belongs to the subim-
age I1 (in a neighborhood of I1(i, j)) and a quantity r2

belongs to the subimage I2 in the non symmetric half
plane neighborhood of I2(i, j).

Adaptive prediction is attractive in a coding context
mainly for two reasons. First, signal-dependent filter
coefficients need not be transmitted as side information
and do not take up a fraction of the available bit rate.
Our choice of adaptive filters in the subband coding con-
text is motivated by the fact that images are non station-
ary signals: they are often made up of relatively large
textured regions separated by sharp edges. An adaptive
system is able to track non stationary signal.



Im. LOCO CALIC BBA JASPER SPIHT BBG

1 2.27 2.20 2.38 2.58 2.41 2.41
2 2.54 2.34 2.16 1.69 2.59 2.24
3 2.24 2.17 2.43 2.62 2.47 2.47
4 2.57 2.37 2.10 1.69 2.59 2.22
5 2.02 1.96 2.08 2.24 2.09 2.09
6 2.36 2.17 1.89 1.54 2.36 2.15
7 1.72 1.64 1.57 1.51 1.95 1.81
8 3.12 2.93 2.69 2.19 3.12 2.63
9 3.23 3.12 3.28 3.51 3.28 3.28
10 3.39 3.17 2.63 2.31 3.31 2.77
11 2.69 2.50 2.05 1.80 2.69 2.29
12 2.63 2.44 2.24 1.83 2.64 2.23
13 2.59 2.40 2.05 1.74 2.57 2.17
14 2.87 2.64 2.22 1.90 2.80 2.30
15 3.40 3.25 3.87 4.01 3.82 3.82
16 5.27 5.09 5.16 5.22 5.04 5.03
Av. 2.81 2.65 2.55 2.40 2.86 2.62

Table 1: Bit rate in bit per pixel (bpp), for 16 images of
dimension 512×512×8. The last row shows the means.

3 COMPARISON OF LOSSLESS CODECS

The global method described in the previous section al-
lows progressive coding both in quality (i.e. in signal to
noise ratio) and in resolution. Indeed, the filters coeffi-
cients (truncated with a finite precision) are transmitted
in the header of the bit stream. On the other hand, the
above mentioned adaptive method allows only progres-
sive coding in resolution. Indeed, the filters coefficients
are not transmitted in this case, and when the decoder
tries to construct a rough image from the truncated bit
stream (arranged in an order that permits progressive
coding in quality), it cannot retrieve the filters coef-
ficients values (even roughly) from a partial informa-
tion of the error signal Ĩ2. Then the decoding algorithm
quickly diverges.

Let us recall that on the one hand, the algorithms
JASPER and SPIHT allow progressive coding in both
quality and resolution, but on the other hand, the algo-
rithms LOCO-I and CALIC allow no progressive coding.
For each image, the result shown in the SPIHT column
of tables 1 and 4 gives the best one obtained between
the two options (smooth image or not) of the algorithm.

In this section, we show and compare the results we
have obtained for two classes of images directly affected
by lossless compression: that is MRI medical images
and satellite images. The results have been obtained on
a PC with a Pentium III 700 and 256 Mo RAM. All the
programs have been compiled with Visual C++.

3.1 MRI medical images

In Table 1, we present the compression bit rate for 16
medical MRI images of dimension 512× 512× 8. When

time LOCO CALIC BBA JASPER SPIHT BBG

cod. 0.12 0.21 3.27 0.40 0.36 3.19
dec. 0.11 0.26 3.20 0.37 0.35 0.46

Table 2: CPU time average, in seconds, for coding (first
row) and decoding (last row) the MRI images of Table 1.

time LOCO CALIC BBA JASPER SPIHT BBG

cod. 0.19 0.31 3.46 0.51 0.42 3.52
dec. 0.15 0.32 3.41 0.47 0.40 0.68
cod. 0.31 0.95 13.96 2.17 1.74 16.46
dec. 0.39 1.33 13.59 1.98 1.66 2.88
cod. 0.14 0.23 2.43 0.30 0.32 3.19
dec. 0.14 0.25 2.38 0.28 0.29 0.42

Table 3: CPU time average, in seconds, for coding (cod.)
and decoding (dec.) the satellite images of Table 4 (first
and second rows for images of dimension 512× 512× 8,
third and fourth rows for images of dimension 1024 ×
1024×8 and fifth and sixth rows for images of dimension
802× 212× 8).

we compare the three codecs that permit progressive
coding both in resolution and quality (i.e. JASPER,
SPIHT and BBG), we note that each time that BBG
appreciably improves the compression bit rate, with re-
spect to SPIHT (i.e. for images 2, 4, 6–8, 10–14),
JASPER reduces much more the compression bit rate.
Inversely, each time that BBG improves appreciably the
compression bit rate with respect to JASPER, SPIHT
gives roughly the same result as BBG, moreover, SPIHT
coding is appreciably quicker than BBG coding (see the
table 2). We note that BBA method gives in general
a smaller compression bit rate than BBG, nevertheless
it has the same behaviour as BBG when it is compared
with SPIHT and JASPER. Moreover, the BBA method
gives decoding times appreciably greater than all the
others. Finally, we note that on average progressive
coding with BBA, JASPER and BBG, gives smaller bit
rate than LOCO and CALIC. In order to explain why
JASPER gives appreciably smaller bit rate on average,
let us recall that MRI images are obtained after a low-
pass filtering and that their spectra vanish outside a disk
centered in 0. Hence, it is clear that zero trees (due to
that fact) will appear more often in the multiresolution
decomposition of JASPER, based on a wavelet trans-
form, than in the other multiresolution decompositions
based on prediction.

3.2 Satellite images

In Table 4, we compare the compression bit rate of the
above mentioned methods for satellite images. These
images have been given as a favor by the French Na-
tional Center of Spatial Studies (CNES) and by the so-



Im. LOCO CALIC BBA JASPER SPIHT BBG

1 3.81 3.72 3.85 4.01 3.89 3.88
2 5.25 5.12 5.14 5.36 5.15 5.10
3 4.13 3.65 4.24 4.43 4.27 4.25
4 4.26 4.03 4.01 4.24 3.85 3.76
5 4.98 4.87 4.95 5.11 4.93 4.95
6 4.83 4.71 4.77 4.92 4.76 4.77
7 4.41 4.28 4.28 4.44 4.31 4.26
8 5.34 5.22 5.30 5.44 5.26 5.30
9 5.21 5.09 5.15 5.30 5.12 5.17
10 4.54 4.44 4.48 4.61 4.47 4.49
11 4.18 4.07 4.03 4.42 4.32 4.26
12 4.98 4.84 4.79 5.31 5.22 5.14
13 5.13 4.92 4.96 5.50 5.41 5.34
Av. 4.70 4.53 4.61 4.85 4.69 4.67

Table 4: Bit rate (in bit per pixel) for satellite images of
Genova (1), Toulouse (2), Washington (3), planet Mars
(4), Oakland (5–7), San Francisco (8–10) and Moissac
(11–13). The dimensions of images 1–4, 5–10 and 11–
13 are respectively 512 × 512 × 8, 1024 × 1024 × 8 and
802× 212× 8. The last row shows the averages.

ciety named SPOT Image. We note that JASPER gives
almost always (except for the fourth image—a seeing
of the planet Mars) the greatest bit rate, due to the
fact that the spectra of satellite images occupies all the
frequencies. Moreover, we note that CALIC method
gives almost always the smallest bit rate—except for the
fourth image—, this is due to the local stationarity of
satellite images (hence it is worth while adapting to the
context). Nevertheless, it is not worth while using mul-
tiresolution decomposition like in BBA method, because
the subimages of details have a few redundancy of ze-
ros between different levels of decomposition. Moreover,
the average time decoding of BBA method is appreciably
greater than the others (see Table 3). However, we note
that for the view of the ground of the planet Mars, the
method BBG gives appreciably smaller bit rate than the
others. For this image, the method BBA can also give
a smaller bit rate (3.85 bbp with the parameter values
r1 = 11 and r2 = 5) but with an appreciably increase of
coding and decoding times. The methods we introduced
can be appreciably improved, by adjusting parameters
like orders or thresholds to a class of images, as for ex-
ample the class of satellite images of virgin areas, i.e.
natural areas that have not been modified by human
beings. Moreover, the same decoder can be used for all
the families of images.

4 CONCLUSION

In this paper, we have shown derivatives of adapted mul-
tiresolution decompositions that allow progressive loss-
less image coding and that seem to be well suited to
satellite images. We compare the compression bit rate,

time coding and time decoding of different lossless image
codecs. The performance of the codec can be increased
by specializing the coder to a special class of images.

5 REFERENCES

[1] M. D. Adams and F. Kossentini, “Reversible
Integer-to-Integer Wavelet Transforms for Image
Compression: Performance Evaluation and Analy-
sis”, IEEE Trans. Im. Proc., vol. 9, no. 6, pp. 1010-
1024, Jun. 2000.

[2] http://www.ece.ubc.ca/˜ mdadams/jasper/#links

[3] M. Barret and H. Bekkouche, “Adapted nonlinear
multiresolution decomposition with applications in
progressive lossless image coding”, ISPA’01 Proc.,
pp. 609–613, Pula, Croatia, Jun. 2001.

[4] H. Bekkouche and M. Barret, “Adaptive multireso-
lution decomposition: application to lossless image
compression”, submitted to ICASSP’02, Orlando,
Florida, USA, May 2002.

[5] N. V. Boulgouris, D. Tzovaras and M. G. Strintzis,
“Lossless image compression based on optimal pre-
diction, adaptive lifting, and conditional arithmetic
coding”, IEEE Trans. Im. Proc., vol. 10, no. 1,
pp. 1–14, Jan. 2001.

[6] A. R. Calderbank, I. Daubechies, W. Sweldens and
B. L. Yeo, “Wavelet transforms that map integers
to integers”, Appl. Comp. Harmon. Anal., vol. 3,
no. 2, pp. 186–200, 1996.
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