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ABSTRACT

In this paper we focus on adaptive equalization of binary
telecommunication signals in a baseband digital communi-
cation system. We have studied the use of multilayer per-
ceptron (MLP) networks for equalizing binary data bursts
in a channel that introduces both intersymbol interference
and noise to the transmitted signal. Conventionally the
weights of the MLP network are initialized randomly. Here
we have studied the use of maximum covariance (MC) ini-
tialization scheme in the weight initialization. By applying
MC initialization we have been able to speed up the con-
vergence and decrease the total computational load of the
system. This is very important in telecommunications,
where it is often not possible to use systems that require a
lot of computation.

1. INTRODUCTION

Equalizer is a part of the receiver, where the channel influ-
ences are being compensated [1]. Successful equalization
enables to find out the original information that was trans-
mitted. The channel models have commonly both linear
intersymbol interference (ISI) and additive white Gaussian
noise. This kind of a channel can distort the original signal
so that nonlinear channel equalization is needed in order to
be able to find out the original information that was sent.
Therefore we have studied the use of multilayer perceptron
(MLP) networks [2] for equalizing binary data bursts. The
main advantage of MLP is that it can perform nonlinear
equalization unlike the conventional linear equalizers. The
disadvantage is that the training of MLP requires a lot of
computation compared to linear equalizers, if the network
weights are initialized randomly [3]. The computational
load of MLP network can be decreased, if some computa-
tionally efficient weight initialization method is used.
Therefore we have studied the use of maximum covariance
(MC) initialization method [4]. We shall present results
where it can be seen that MLP networks can be used suc-

cessfully in a case where linear equalizers perform poorly.
Also we show that by applying MC initialization method
the performance of an MLP network can be improved sig-
nificantly. The convergence is faster and thus better bit
error rates (BER) are achieved faster than with randomly
initialized MLP network. Also it is shown that MC initial-
ization method does not require a lot of computation, but
makes it actually possible to decrease the number of train-
ing iterations and the size of the network. Thus the total
computational load of the system can be made smaller.

2. APPLICATION SETUP

The transmitted signal considered in this study is a binary
data burst, which has similar features to a GSM-burst [5].
First of all a burst consists of two sequences, training
sequence and data sequence, totaling 142 bits. The first 26
bits of the burst are called training bits. They are used to
train the equalizers to compensate the channel influences
as much as possible. Note, that the training bits are a fixed
sequence of bits which are known in the receiver end. The
last 116 bits of the burst, called as data bits, contain the
information being sent. These are the bits that need to be
equalized. Thus they are not known in the receiver. Here,
the transmitted data are assumed to be binary taking values
of either 1 or -1 with equal probability. Before being trans-
mitted to the channel the burst is oversampled so that for
every bit three samples are taken.

The communication channel which we shall consider
throughout this paper has both ISI and additive white
Gaussian noise. The ISI part of the channel is modeled as a
finite impulse response (FIR) discrete-time filter. The
channel outputy can now be described by the following
equation
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wherea is the transmitted signal,h(i) are the channel coeffi-
cients,δ represents additive noise, andt represents time.

3. MULTILAYER PERCEPTRON NET-
WORK EQUALIZER

In this study we have used MLP networks with one output
unit and one hidden layer. The output unit was set to be lin-
ear, and the activation function in the hidden units was cho-
sen to be hyperbolic tangent function. Therefore the
network equation is as follows

, (2)

wherez(t) is the network output,y(t) is the channel output,
wij  is the weight betweenith input andjth hidden unit andvj
is the weight betweenjth hidden unit and the output. The
training of the networks was done with the RPROP-algo-
rithm [6]. First we have studied a network which has ran-
domly initialized weight values (interval -0.5,...,0.5).
Secondly we have used a network, where the weights have
been initialized by using maximum covariance (MC) ini-
tialization scheme.

3.1. Maximum Covariance (MC) Initialization Scheme

In the MC initialization method [4], first a large number of
candidate hidden units is created by initializing their
weights with random values. Then the desired number of
hidden units is selected among the candidates applying MC
criterion. Finally weights feeding the output unit are calcu-
lated with linear regression. The algorithm goes as follows:

1. CreateQ candidate hidden units (Q>>q, whereq is the
desired number of hidden units) by initializing the weights
with random values. Here we have usedQ = 10q and the
uniformly distributed random values of the candidate hid-
den units were chosen from the interval [-4,...,4].
2. Do not connect the candidate units to the output unit yet.
At this time, the only parameter feeding the output unit is
the bias weight. Set the bias weight to such a value that the
network output is the mean of the desired output sequence.
3. Calculate the covariance for each of the candidate unit
from the equation

, j = 1,...,Q (3)

wheren is the number of training examples,oj(t) is the out-
put of thejth hidden unit for thetth example,oj is the mean
of the jth hidden unit outputs,ε(t) is the output error at the
network output andε is the mean of the output errors.
4. Find the maximum absolute covariance  and connect
the corresponding hidden unit to the output unit. Then dec-
rement the value ofQ by one.

5. Optimize the currently existing weights that feed the out-
put unit with linear regression. Note that the number of
these weights is increased by one every time a new candi-
date unit is connected to the output unit and due to the opti-
mization the output error changes each time.
6. If q candidate units have been connected to the output
unit, quit the initialization phase. Otherwise repeat steps 3-
5 for the remaining candidate units.

4. SIMULATION RESULTS

In this study we simulated both fixed and altering channel
when the MLP networks had two inputs. When simulating
fixed channel the channel coefficients were set to have val-
uesh = [0.5 -0.3 0.6 -0.7 -0.8]. In this case a linear equal-
izer performs poorly as was found out in our research work
earlier [3]. The networks were trained with the training
sequence for 150 epochs applying RPROP-algorithm. Each
simulation was repeated 10 times. Fig. 1 depicts the average
convergence of the data sequence BER for both randomly
initialized network and MC initialized network when the
number of hidden units varies from four to ten and the sig-
nal to noise ratio (SNR) is 20 dB. Table 1 shows the average
final bit error rates and the standard deviations achieved
with both methods as a function of number of hidden units
when the networks were trained for 150 epochs and SNR is
20 dB. From Fig. 1 and Table 1 it can be seen that MC ini-
tialized network converges very quickly compared to the
randomly initialized MLP network. When the network has
four or six hidden units, the MLP network with MC initial-
ization only takes about 50 training epochs to converge,
whereas randomly initialized network needs more than 150
training epochs. When the MC initialized network has eight
hidden units it only takes a few training epochs to converge
and with ten hidden units it achieves BER that is almost
equal to zero even before the actual training phase. In all
these cases the randomly initialized network needs at least
150 training epochs to converge. It can be seen that the MC
initialized network achieves clearly better BER than the
randomly initialized network, when they are trained for the
same amount of epochs. Inversely, it can be said that the
MC initialized network achieves the same BER as the ran-
domly initialized network in a considerably smaller amount
of training epochs.

When simulating altering channel we transmitted several
bursts consecutively. The channel impulse responseh =
[h(0), h(1),...,h(4)] was given uniformly distributed ran-
domly chosen values between -1,...,1 and it was different
for every transmitted burst. Also the signal to noise ratio
was given a randomly chosen value between 3,...,50 dB for
each burst (the average SNR value was 26.7 dB). Fig. 2
depicts the average convergences of the data sequence BER
when the number of hidden units in the networks varies
from four to ten. Table 2 shows the average BERs achieved
when 635 bursts were transmitted and the networks were
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trained for 150 epochs. As can be seen the MC initialized
MLP network performs better than the randomly initialized
network in terms of convergence and final bit error rates,
when the networks are trained for the same amount of train-
ing epochs. In all four cases the BER of the MC initialized
network right after initialization is about at same level as
the BER of the randomly initialized network after 150
training epochs. For comparison, a linear equalizer with ten
weight values achieved an average BER of 0.2868, which is
obviously too large.

Finally, Table 3 shows the computational load of MC ini-
tialization in training epochs (e.g. if there are 6 hidden
units, the computational load of MC initialization is equal
to 15 training epochs). From this table it can be seen that
the computational load of MC initialization is relatively
small. Thus the total computational load of the system can
be made much smaller, which is very important in telecom-
munication systems, where it is often not possible to use
systems that require a lot of computation.

5. CONCLUSIONS

We have compared MLP network with randomly initialized
weight values and MLP network with MC initialization for
equalization purposes in a baseband digital communication
system. We have simulated both fixed and altering channel
and found out that the network with MC initialization con-
verges much faster than the randomly initialized network.
Due to this the MC initialized network achieves better bit
error rates than the randomly initialized network, if they are
trained with the same amount of training epochs. Inversely
we can say that the bit error rates achieved with randomly
initialized MLP network can be reached clearly faster and/
or with a smaller network by using MLP network with MC
initialization. Since the MC initialization scheme is also
computationally relatively light, we can actually signifi-
cantly decrease the amount of computation needed in the
network by applying MC initialization.

Table 1. Average bit error ratesberav and standard devia-
tion std for the data sequence as a function of number of
hidden units. Signal to noise ratio is 20 dB and the net-
works were trained for 150 epochs.

Table 2. Average bit error rates for the data sequence for
randomly initialized MLP network and MC initialized MLP
network as a function of number of hidden units when sim-
ulating altering channel. Networks were trained for 150
epochs.

Table 3. The amount of computation needed to perform
MC initialization in training epochs (MC cost) as a function
of number of hidden units.
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591.Hidden units berav std berav std

4 0.1503 0.1131 0.0776 0.0706

6 0.1279 0.0931 0.0121 0.0092

8 0.0618 0.0496 0.0055 0.0061

10 0.0575 0.0295 0.0043 0.0056

Hidden units rand. init. MC init.

4 0.1742 0.1307

6 0.1419 0.0973

8 0.1363 0.0927

10 0.1201 0.0849

Hidden units 4 6 8 10

MC cost (epochs) 12 15 19 23

MC initializationrand. initialization



Figure 1. Mean bit error rate convergence of the data sequence for networks that have a) four, b) six, c) eight and d) ten
hidden units as a function of number of training epochs when simulating a fixed channel with SNR value 20 dB. The solid
line is for the MLP network with MC initialization and the dashed line is for the randomly initialized MLP network.
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Figure 2. Mean bit error rate convergence of the data sequence for networks that have a) four, b) six, c) eight and d) ten
hidden units as a function of number of training epochs when simulating an altering channel. The solid line is for the MLP
network with MC initialization and the dashed line is for the randomly initialized MLP network.


