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ABSTRACT
In this paper, apossibility of evaluating frame-based
nonstationary pattern recognition methods by using
Bhattacharrya distance is considered. Spséaptal isused
as a nonstationary signahd thecomparative analysis is
done through analyzing th@atural speech, isolately
spoken serbian vowels and digits.

1 INTRODUCTION

Bayes error is avery important performance index in
pattern recognition, assessing thassifiability ofdata and
measuring the discrimination capabilities of the features,
even beforeconsidering whatype of classifiershould be
designedHowever,the calculation of the errqrobability

is a very difficult task. Even when observation vectors have
a normal distribution, we must resort to numerical
techniques [1]However, a closed-forraxpression for the
Bayeserror probability isthe most desirable solutidar a
number of reasons. When we cannot obtagtoaed-form
expression, we may seekher anBayeserror estimate, or

an upper bound of thBayeserror probability. As for the
Bayes error estimation, very efficient estimation procedures
based ok-NN approach are proposed in [1,2,3].

A situation is more complicated in case of the
nonstationary pattern recognition methodblamely,
statistical pattern recognition methods d&sed on the
assumption of stationarity of theprocesses to be
recognized. There are mamyoblems in applying these
methods in the real-time recognition of data obtafineih
the nonstationaryprocesses.The mainproblems are
limited validity and size of thelearning data set. One
approach for solving these problems represtrdsframe-
based pattern recognitionmethods. These methods are
based ornthe ideahat the signafrom the nonstationary
dataprocess should be considered in frames 4l on
using the unsupervisel@arning procedures for classifier
design on the given frame of sigraid itsapplication as
the initial classifier forthe next frameBased on the
obtained initial partition of the next frame, thesame
unsupervisedearning procedure gets startednd so on.
As the unsupervisedearning algorithm, the c-mean
clustering algorithm or nearest mean reclassification rule
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is proposed in [4]. Aftethat, theiterative application of
quadratic classifier, described by Fukunaga [1], as a more
sophisticatedand efficient procedure is proposednd its
application as an unsupervistshrning procedure in the
frame-based non-stationapattern recognitiorsystems is
justified in [5]. Additionally, in [6], a modification of the
proposed iterative quadratic classifications procedure with
the increased real-time application possibilities is
proposed. It is shown in [6lhat proposed modification
hassome robust characteristicsttee inappropriateness of
the assumed classification model.

This paper isdedicated to possibléinding of an
optimal criterion for evaluation the considefeaime-based
nonstationary pattern recognition methods: the c-mean
clustering algorithm with Euclidean distance, the iterative
quadratic classificationsand its real-timeanodification.
Due to the fact that these methods arbased on the
unsupervised principle, waelievethat thecomplicatedk-

NN Bayes error estimation procedure, considered in
[1,2,3], is not suitable fothe nonstationary cases. Instead
of this, in order toevaluate the considerddame-based
nonstationary pattern recognition methodspsepose the
use ofthe upper bound trajectories of tBayes error
obtained by using Bhattacharyya distance. Thain
purpose ofthis analysis lies in the investigating the
possibility ofusing upper bound trajectories of tBayes
error obtained by using Bhattacharyya distance in direct
evaluation of the frame-based nonstationary pattern
recognition method. In the paper, thgeech is used as a
nonstationary signadnd thecomparative analysis is done
through analyzing the naturapeech, isolately spoken
serbianvowelsand digits. Infact, the considered methods
are applied in aombined nonrobust/robust recursive AR
speech analysis procedure, proposed in [6].

Paper is organized dsllows. Section 2 is dedicated to
brief description of Bhattacharyya distance. Experimental
analysis is presented in Section 3 while conclusion is given
in Section 4.

2 BHATTACHARYYA DISTANCE

Bayesian classifier could be described by follows. Let us
considerc classes othe training dataet, wy, i=1,...,C;



described by a posteriori probability functioRgw [X).
Bayes rule could be expressed as follows, [1]:
p( X)

where: p(X) is a probability density function (pdf) of
sample X, p(X|w) is conditionally probability density
function (cpdf), andP(wy) is a priori probability of the class
w. Bayesian classifiers is based Bayes decision rule
which is referred to the classification of samjlén that
classw satisfying:

P(wlX) = max{ Po X } )
The Bayes error is given by:
e=1- J’n]g?agP(wi [X) p( X) dx
" )

=1- J']QjaxP(ooi )P (X )dx
kisc

In a two-class casec£2), the equation (3)xould be
rewritten as:

e=min[ R p( X, B p( X] dx (4)
where: P;, P,, and pi(X), p(X) denote a posteriori
probabilities and cpdfs of the firstand @®nd class,
respectively. An upper bound tfe integrand in (4) may
be obtained by making use of the fact that:

min[a,b]< a®87°,0< <1, fora k= 0
Using the inequality (5) can be bounded by:

e=RB RO F (Y dX for 0s s1 (6)

whereeg, indicates an upper bound ef This g, is called
the Chernoff bound [7]. The optimusican befound by
minimizing e,. Whentwo densityfunctions are normal,
Nx(M1,Z;) andNx(M,,Z,), the integration (6) can be carried
out to obtain a closed-form expressiondprThat is:

®)

[PIX) (X dX= &' (7)
9 =S (M, = My, + 1 97 M- My +
+E|n|szl+(1—s)zz| ®)
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The expression (8pr p(s) is called the Chernoff distance.
For this case, the optimuns can beeasily obtained by
plotting u(s) for variouss with given M; and ;. The
optimumsis the one which gives maximum value [gs).

In casethat we do not insist on theptimum selection
of s, we may obtain a less complicated upper bound. One of
the possibilities is to selest1/2. Then the upper bound is:

e =yRB[VA(X p( ¥ o PP &2 (9
in general, and for normal distributions:
T+ 5,0

H 2 H
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u(1/2):§(M2—M1) (My - My +

T, +3, (10)

The termp(1/2) is called the Bhattacharyya distance, and
will be used as an important measurehef separability of
two distributions [8]. In fact, the Bhattacharyya distance is
the optimum Chernoff distance when=%,. As seen in
(10), the Bhattacharyya distance consistisvofterms. The
first or second terms disappears whdp=M, or Z;=3,,
respectively. Thereforethe first termgives the class
separability due to the mean-difference, while skeond
term gives the class separability due to the covariance
difference. It is important to know which term is dominant,
because it determineshat type of a classifiemust be
designed for given distributions.

3 EXPERIMENTAL ANALYSIS

The test signal consists difze isolately spokenvowels
(“a”, “e”, “i","0","u") and ternisolately spoken digits (“1”,
“2", ... ,"0") from one speaker. The signal is sampled with

f<=10kHz and preemphasized wit=1. All experimental

results are obtained by using ARbdel of10th order. As
the objective quality measure, th&1AR (Mean Absolute
Residual) criterion is used [6]:

J=1/M D§|s(i) - ()|
i=1

wheres(i) is thespeech sample dhe i-th time instance,

(11)

s(i) is its linear predictionand M is total number of
processed speech samples.

In this paper, we consider thaonrobust/robust
recursive estimation procedure for parameter identification
of nonstationary AR speech model basedtmnweighted
recursive least squares algorithfWRLS) with variable
forgetting factor (VFF) and unsupervised learning
procedures for design of frame-based nonstatiopattern
classifier. We consider the following unsupervigeaining
methods: the c-mean clustering algorithm with Euclidean
distance (denoted as CEUC), the iterative quadratic
classifications (CIQC),and its real-timenodification
(RTQC). As a direct comparative criteria of the considered
methods (CEUC, CIQGNdRTQC algorithms)the upper
bound trajectories of th8ayeserror obtained by using
Bhattacharyya distance [8] (which valum® calculated at
each time instances on the basis of the estimated
corresponding classifier parameters) are used. The results
of this evaluation icompared to the results obtained by
indirect evaluation of the considered methods [5,6].

As the examples, the estimated upper bound trajectories
of the Bayes error based on Bhattacharrya distance,
obtained by using the CEUC, CIQC, and RTQC algorithms
in analyzing thesowel “A” and digit“1” are presented on
Fig. 1 and 2. As the indirecomparative criteria, we use
adaptiveness, sensitivity thie pitch impulses, bias, and
variance of the obtained trajectories of the non-stationary
AR speech model parameter estimates. Fign@ 4show
the estimated trajectories of the first AR parameter;JAR
obtained by using thproposed robust recursive procedure
with application of considered frame-based procedures
(frame length was 100 samples): CEUC, CIQBJRTQC
algorithms in analyzing the vowel “A” and digit “1”,
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Fig.1: Upper bound trajectories of Bayes error obtained by
using: CEUC, CIQC, and RTQC algorithms in analyzing
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Fig.2: Upper bound trajectories of Bayes error obtained by
using: CEUC, CIQC, and RTQC algorithms in analyzing
the digit “1” (frame length is N=100)

the vowel “A” (frame length is N=100)
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Fig.3: The AR, parameter trajectories obtained by using:
LPC(40)-REF, CEUC, CIQC, and RTQC algorithms in
analyzing the vowel “A” (frame length is N=100).

respectively, fothe signal frameshowed orfig. 1 and 2.

comparative methodology, proposed in [9].

As for the
analyzing of the altest data files, the measmalues of the
upper boundayeserror trajectories obtained by using the
proposed methods in analysis wbwels and digits are
presented in Table 1. Also, to evaluate which term of the
Bhattacharyya distance (10) is dominant, examples of
trajectories of the distance, firand semnd term of (10)
are given on Fig. 5.

Based on experimental results, presented in Table 1
and Fig. 1, and 2, weould concludethat lower upper
bounds othe Bayeserror probability, e.g. better results in
both vowelsand digitsanalysis, are obtained by using the
proposed robust recursive procedure with application of the
unsupervisedearningprocedure for classifier desigrased
on quadratic classifier (CIQ&@ndRTQC algorithm).This
corresponds well tthe comparative results, presented on
Fig. 3, and 4,showing that the trajectories of AR

parameter estimates obtained by the robust recursive AR
speech procedure with application of ClIQ&ahd RTQC
algorithms have lower bias, lower variance, more
adaptiveness to the nonstationarity of thaodel
parameters, andbwer sensitivity tothe pitch impulses
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Fig.4: The AR, parameter trajectories obtained by using:
LPC(50)-REF, CEUC, CIQC, and RTQC algorithms in
analyzing the digit “1” (frame length is N=100).

than thesame robust recursive procedure with application
In this case, we use reference parameter trajectories andof CEUC algorithm for classifier design.

experimental results obtained through Table 1: Mean values of the upper bounds of Bayes error;

vowels and digits analysis.

F Length| CEUC CIQC RTQC

A 3690 0.336 0.160 0.164
E 3690 0.335 0.150 0.143
I 3690 0.340 0.141 0.150
O 3690 0.332 0.140 0.191
U 3690 0.322 0.157 0.180
1 6690 0.325 0.194 0.230
2 6690 0.331 0.202 0.202
3 5690 0.332 0.211 0.232
4 6690 0.326 0.192 0.243
5 6690 0.338 0.202 0.245
6 7690 0.333 0.209 0.237
7 6690 0.321 0.198 0.228
8 7690 0.321 0.208 0.236
9 5690 0.325 0.225 0.218
0 5690 0.293 0.196 0.207

The example, presented on Fig.showsthat thesecond
term of the Bhattacharyya distance (10), is dominant



meaning thasome classifiewith nonlinear discrimination
function (such as quadratic classifier) should us=d

instead of classifier witHinear discriminationfunction

(such as c-mean algorithm with Euclidean distance).
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Fig. 5: Bhattacharyya distance values obtained in
analyzing the vowel “A”; BHATTA, BHATT1, and
BHATT2 represent the Bhattacharyya distance, first term,

and second term of the (10), respectively.

As forthe direct comparative analysis of the CIQC and
RTQC algorithm, the presented resuléhow that both
algorithms producesimilar results with slightlylower
mean values ofthe uppebounds ofthe Bayes error
obtained by using the CIQC algorithm, presentedable
1. Based orthe entire experimental analysiscduld be
concludedhat thetrajectories of the upper bound Béyes

error based on Bhattacharrya distance could be used as a

direct evaluation criterion for evaluatirthe frame-based
nonstationary pattern recognition methods.

4 CONCLUSION

In this paper, we considerpmssibility of direct evaluation

of frame-based nonstationapattern recognition methods
by using Bhattacharrya distandéhe nonstationary pattern
recognition methods based on unsupervidedrning
procedures: c-mean clustering, iterative quadratic
classificationsand  itsodification for real-time purposes,
are considered. The considered methods eva&uated
through their applicationdor design of nonstationary
pattern classifier in nonrobust/robust AReech parameter
estimation procedure based thie weighted recursive least
squares algorithm with variable forgetting factor. The
comparative analysis is done through analyzinghtteral
speech, isolately spoken serbieawelsand digits.Based

on experimental results, we could conclutdhat lower
upper bounds ofhe Bayeserror probability, e.g. better
results in bothvowelsand djgits analysis, are obtained by
using theproposed estimation procedure with application
of procedure for classifier design based on quadratic
classifier, compared to the c-mean clustering algorithm.
This corresponds well tthe comparative resultmsed on
the estimated parameter trajectories obtained by the
considered robust recursive AR speech estimation

procedure. Based othe entire experimental analysis, it
could be concludethat thetrajectories of the uppdround

of Bayeserror based on Bhattacharrya distance could be
used as a direct evaluation criterion tbe frame-based
nonstationary pattern recognition methods.
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