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ABSTRACT

This paper addresses the problem of robust text-
independent speaker veri�cation when some of the fea-
tures for the target signal are heavily masked by noise.
In the framework of Gaussian mixture models (GMMs),
a new approach based on the spectral subtraction tech-
nique and the statistical missing feature compensation is
presented. The identity of spectral features missing due
to noise masking is provided by the spectral subtrac-
tion algorithm. Consequently, the statistical missing
feature compensation dynamically modi�es the prob-
ability computations performed in GMM recognizers.
The proposed algorithm uses a variation of the general-
ized spectral subtraction and incorporates in it a crite-
rion based on masking properties of the human auditory
system. The originality of the algorithm resides in the
fact that instead of using �xed parameters for the noise
reduction and missing feature compensation, the noise
masking threshold is used to control the enhancement
and model compensation processes adaptively, frame-
by-frame, hence helping to �nd the best tradeo�.

1 INTRODUCTION

The problem of enhancing speech degraded by noise
for automatic speaker veri�cation over the telephone
lines remains largely open, even though many signif-
icant techniques have been introduced over the past
decades [1]. If a noise compensation algorithm which
su�ciently reduces the e�ects of background noise could
be derived, then existing GMM-based speaker recogni-
tion techniques formulated in noise-free settings could
be employed in noisy environments [2]. In order to im-
prove recognition performance in very noisy conditions,
enhancement techniques are needed.
Speech enhancement techniques are mainly applied as
a preprocessing stage to many automatic speech and
speaker recognition systems [3]. In this paper, we pro-
pose a new paradigm for robust speaker veri�cation
based on the missing data theory and the generalized
spectral subtraction speech enhancement technique.We
study how to adapt clean speech models for a signal en-
hanced by the spectral subtraction (SS) method [3, 4].

The classical SS schemes improve the signal-to-noise ra-
tio (SNR), but at the expense of signal distortion. If
both signal distortion and residual noise are minimised,
then a signal with better features and lower variability
is obtained. Furthermore, if these resulting features are
to be exploited in a speaker veri�cation system, then
the speaker models need to be adapted to the distorted
signal.
In automatic speaker recognition there is no need to
reconstruct the speech signal. The performance mea-
sure, as it is given by the equal error rate (EER), is
simpli�ed compared to speech enhancement. It is im-
portant for a system whose aim is to decrease the EER
to take into account some properties of the human au-
ditory system. Auditory representations of clean speech
contain much redundancy. Arguably, it is this redun-
dancy which enables listeners to recognize speakers in
adverse conditions. It is also well known that locally
weaker sound components do not contribute to the neu-
ronal output: they are masked and therefore can be con-
sidered missing for the purposes of further processing.
Under the assumption that some time-frequency regions
are too heavily masked to derive any valuable data, the
auditory system faces the missing data problem. In au-
tomatic speaker recognition terms, we face the missing
features problem.
This paper describes our recent attempts to adapt dy-
namically the statistical automatic speaker recognition
framework of GMMs to handle the missing features
problem with the help of the generalized spectral sub-
traction method [5, 6, 7]. Missing feature components
can either be estimated or ignored by the spectral sub-
traction technique. In our case, the generalized spectral
subtraction algorithm is used as a perceptually tuned
missing feature detector with noise reduction, and not
as a pure enhancement system. The noise masking
properties are modeled by calculating a noise masking
threshold. This threshold helps to minimise both resid-
ual noise and signal distortion by modifying each frame
of speech observation according to the optimum coe�-
cients � and � which are also used to detect the missing
features. � is an over-subtraction factor, and � is the



spectral 
ooring parameter. Recognition results are re-
ported for various types of noise, tested on a challenging
text-independent telephone-quality speaker veri�cation
task.

2 MISSING FEATURES MODELING IN

GMMs

The speech samples could be corrupted with channel
noise or/and background noise. Consequently, some
time-frequency regions of speech signal are masked by
these noises and the missing features problem appears
in the observation vectors X . In such a case, each fea-
ture vector from the sequence X = fx

1
;x

2
; � � � ;xT g ex-

tracted from a speaker utterance consists of two sub-
vectors xp and xm. The sub-vectors xp and xm repre-
sent, respectively, the present and the missing feature
components.
There are two approaches to deal with missing fea-
tures [8]. The �rst approach consists in estimating the
missing features. One simple technique, called mean
imputation, replaces the values of missing features by
means (xm = �m). Other techniques give an estimation
using conditional means and conditional variances given
present features.
The second approach ignores the missing features in
the likelihood calculation instead of estimating them.
The modi�ed likelihood is computed on the basis of the
present features xp using marginal distribution obtained
by integrating the full (original) likelihood function over
the missing features. The use of the second approach is
motivated by the fact that estimating missing features is
often inappropriate. In this paper, the missing features
are ignored by the Gaussian mixture models (GMMs)
during the recognition phase.
The parametric modeling capabilities of the GMM allow
it to model any arbitrarily shaped probability density
function (pdf) with a weighted sum of M component
Gaussian densities as given by the equation [2]:

p(xj�) =

MX
i=1

pi � bi(x) (1)

where x is a D-dimensional feature vector, bi(x) are
the component densities and pi are the mixture weights,
i = 1; : : : ;M . Each component density is a D-variate
Gaussian pdf with mean vector �i and covariance matrix
�i. The parameters of speaker model �s corresponding
to the complete Gaussian mixture density are denoted
as

�s = (pi; �i;�i) i = 1; : : : ;M (2)

In the presence of noisy data and with diagonal covari-
ance matrix, the GMM pdf takes the following form:

p(xj�) = (3)

MX
i=1
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Y
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Y
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where �ji is the mean and �2ji is the variance of the
feature vector component xj . The modi�ed GMM pdf
computed for the partial data xp is extracted from the
full multivariate Gaussian densities by integrating the
full likelihood function p(xj�) over the missing features
xm. This is equivalent to supressing the second term of
the product present in Eq. 3 [9],

p(xj�) =

MX
i=1

pi
Y
j

present

bi(xj ;mji; �
2

ji) (4)

Although ignoring the missing features could also be
used with a full covariance matrix, the diagonal covari-
ance was prefered in the experiments to decrease com-
putation load due to inversing the covariance matrix of
present features at each frame.

3 MISSING FEATURE DETECTION BY

SPECTRAL SUBTRACTION

The spectral subtraction algorithm was introduced to
reduce the spectral e�ects of acoustically added noise in
speech [4]. One of the various implementations of the
spectral subtraction algorithm is referred to as general-
ized power spectrum subtraction [4, 10]. It is expressed
as follows:

Dm(!) = jYm(!)j
2 � �j �N (!)j2 (5)

and

jŜm(!)j
2 =

�
Dm(!) if Dm(!) > � � j �N(!)j2

� � j �N(!)j2 otherwise
(6)

where jYm(!)j
2 is the power spectrum of noisy speech

for frame m and j �N(!)j2 represents the averaged power
spectrum estimate of noise updated during speech
pauses, � � 1 and 0 < � � 1.
This approach is justi�ed in situations where reconstruc-
tion of the enhanced signal is required. In this paper,
the use of the generalized spectral subtraction proce-
dure is seen not only as a speech enhancement technique
but also as an automatic, frame-by-frame, missing fea-
ture detector. According to Eq. 6, the short-term en-
ergy of the corrupted speech components lying below
a threshold proportional to the noise energy is recog-
nized to be deeply a�ected, and hence, the estimation
of the clean speech is unreliable. In the frequency do-
main, the spectral components below the spectral 
oor



are unreliable for the classi�er and should be ignored.
In such a case, they can be classi�ed as missing features
and the automatic speaker veri�cation system can drop
them from the recognition process. Under the assump-
tion that noise is additive and stationary, the missing
feature detection using generalized spectral subtraction
can operate in critical subbands.
Ignoring missing data means attempting to classify the
feature components solely on the basis of the present
information. In this case, the Gaussian Mixture Model
(GMM) recognizer should be dynamically modi�ed as
presented in Section 2.
Spectral subtraction based enhancement systems are
limited by a tradeo� between noise reduction and speech
distortion. This tradeo� determines the choice of the pa-
rameters � and � in Eqs 5 and 6.
Indeed, at low SNRs, it is impossible to simultaneously
minimize speech distortion and residual noise. In our
case, we are concerned with reducing noise and increas-
ing EER, while keeping the residual noise and the target
signal distortion acceptable to the recognition system.
This is done by adapting the prameters � and � in time
and frequency based on masking properties.
The originality of the algorithm proposed in this pa-
per resides in the fact that the noise masking threshold
is used to adaptively control the enhancement process.
Instead of keeping � and � �xed as in [6], the optimal
parameters are computed for each frame and whithin
each frequency band.
The masking model used in perceptual speech enhance-
ment allows a threshold to be computed, which is then
used to control the residual noise and signal distor-
tion. This model takes into account only simultaneous
masking (masking in the frequency domain). It shows
good performances in speech enhancement, even though
it does not take into account temporal masking [11].
Hence, this model is an e�cient and simple way of in-
corporating properties of the auditory model in the en-
hancement process, without adding a great computa-
tional load.
The calculation of the masking threshold is described
in [12, 10]. It is based on a rough estimate of the short-
time magnitude and it is composed of the steps pre-
sented in Fig. 1.
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Figure 1: Calculation of the masking threshold.

For each frame m, the minimum of the masking thresh-
old Tm(!) corresponds to the maxima of the param-
eters �m(!) and �m(!). The adaptation of the sub-
traction parameters is performed with the following
relations: �m(!) = F [�min; �max; Tm(!)], �m(!) =
F [�min; �max; Tm(!)]. The minimal and maximal val-
ues of � and � determine the tradeo� between resid-
ual noise and speech distortion. A number of experi-
ments with di�erent noise types and levels have been
performed to select the appropriate values for these pa-
rameters. The following values have been chosen in
order to obtain a good tradeo� for adaptation of the
over-subtraction (�min = 1:5; �max = 4) and spectral

ooring (�min = 0:001; �max = 0:02). A reduction of
�max increases residual noise but reduces speech distor-
tion, while a reduction of �max increases also the resid-
ual noise but reduces the background noise remaining in
the enhanced speech.

4 EXPERIMENTAL RESULTS

A subset of telephone quality NTIMIT speech corpus
composed of 22 speakers was selected for the exper-
iments. This database contains the same speech as
TIMIT recorded over local and long distance telephone
loops. The GMM classi�er is trained on 8 sentences ut-
tered by each of the 22 chosen speakers and the speaker
model is built with 32 Gaussian pdfs. Two sentences
are used in the test process. Spectral analysis is done by
computing the log-energies of 14 auditory critical bands
every 16 ms. A 32 ms Hanning window is applied to the
speech samples.
An arti�cial white Gaussian noise and a real F16
airplane cockpit noise selected from the NOISEX-92
database were added to the test data to simulate noisy
environments. Several experiments were undertaken
with di�erent SNRs:

� A: speaker veri�cation using GMMs with no noise
compensation techniques.

� B: speaker veri�cation using GMMs with the gener-
alized spectral subtraction technique (GSS) (� = 3
and � = 0:001) as a speech enhancement method
in a pre-processing stage.

� C: speaker veri�cation using GMMs with the miss-
ing features compensation and generalized spectral
subtraction technique. The factor � = 3 gave the
best scores during preliminary experiments [6].

� D: speaker veri�cation using GMMs with the miss-
ing features compensation and generalized spectral
subtraction method based on masking properties of
the human auditory system.

Figs 2 and 3 present the evolution of equal error rate
versus signal-to-noise ratio. At low SNRs, the general-
ized spectral subtraction technique improves the recog-
nition rate. In all experiments, the combination of GSS
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Figure 2: EER in the presence of white Gaussian noise
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Figure 3: EER in the presence of airplane cockpit noise.

and missing feature compensation decreases the EER
and performs better than the classical GSS technique
in pre-processing stage. Adaptive speech enhancement
and missing feature detection based on masking thresh-
old allow more 
exibility in the selection of optimal pa-
rameters. Therefore, missing feature compensation with
dynamic adaptation of GSS parameters outperforms the
simple GSS with �xed parameters (� and �), especially
when SNR < 6 dB.

5 CONCLUSIONS

According to the spectro-temporal characteristics of the
additive noise and the speech signal, the missing features
could vary in the time and in the frequency ranges. The
use of the generalized spectral subtraction method as
an automatic missing feature detector is attractive, as
it provides the classi�er with a prior knowledge of the
missing data in a dynamic way. The main criticism of
missing data techniques is that they assume that one al-
ready knows what data is missing. On the other hand,
the spectral subtraction techniques are too inaccurate
to give satisfactory speech enhancement, particularly in
heavily masked regions. In combining these two tech-
niques, the strong points from each method are used to

full advantage, while the weak points are overcome.
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