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ABSTRACT

This paper deals with the identi�cation of the model
order for a bidimensional autoregressive (AR-2D)
texture model. It means the automatic choice of the
number of neighbours in the prediction set of the
model and their spatial position. The method, called
mixed correlation method is based on partial and auto-
correlation measures and fastly and e�ciently allows to
�nd an adapted model for all microtextures. In a tex-
tured samples classi�cation procedure, these adapted
models improve the percentage of good classi�cation
in comparison with a classical approach consisting in
taking the same prediction set for all the textures.

1 INTRODUCTION

In this paper, we focus on texture modelling by
bidimensional autoregressive models (2D-AR models).
Typically, a textured image is represented by a two-
dimensional stochastic stationary �eld de�ned over a
rectangular square lattice. The model �tted to the
image is a spatial-interaction model characterizing the
statistical dependency between the gray value at a site
and those of its neighbouring sites. In 2D-AR model, a
gray level is assumed to be a linear combination of the
neighbouring gray levels plus an additive noise.

Let 
 be the set of sites or pixels of an image Y

of size I x J :


 = fs = (i; j); 1 � i � I; 1 � j � Jg (1)

Let y(s) be the state (generally gray level value) at the
pixel s. The AR model can be expressed as follows :

y(s) = y(i; j) =
X

(m;n)2D

a(m;n)

�y(i �m; j � n) + be(i; j) (2)

where

� e is a zero mean white noise with unit variance,

� D is the neighbouring set of model prediction

� and b and a(m;n) are the parameters of the model.

The predictive value at the site s is de�ned by :

ŷ(s) = ŷ(i; j) =
X

(m;n)2D

a(m;n)

�y(i �m; j � n) (3)

The selection of the set D requires two choices : the
number of selected neighbours and their spatial layout
determination. A survey of the litterature shows that
the �rst stage of model identi�cation is often ignored
and only the second stage of parameters estimation is
considered. However, we can suppose that the signif-
icant neighbours for pixel value prediction di�er from
a texture to another. This assumption is con�rmed
by the visual quality of synthesized textures when we
use di�erent models. Among the few works dealing
with the identi�cation of 2D-AR models, we can cite
those of Akaike [1], Schwarz [2] and Kashyap [3]. They
have partially treated this problem. They proposed
a criterion to select the best model among a set of
potential models. But, it needs the previous selection
of this set of potential models. Kartikeyan [4] has given
a more complete solution based on multiple partial
autocorrelation, but the models obtained are di�cult to
use in texture segmentation because of their too wide
layout.

Thus, we present a new method of neighbourhood
identi�cation. This approach is signi�cantly di�erent
from the methods that we have already proposed [5, 6].
They di�er in the way of obtaining the models, but
meet the same requirements : to provide adapted
texture models usable for image segmentation.



2 DESCRIPTION OF THE METHOD

This method is called mixed correlation method,
because it is based on autocorrelation and partial corre-
lation measures. Similarly to some methods of AR-1D
model identi�cation, our method consists in two stages :

1. we select the neighbour which has the highest
correlation with the central pixel.

2. we classify the other neighbours in descending
order of their partial correlation with the central
pixel.

In other words, we choose the most correlated neigh-
bour when the in
uence of the previously selected neigh-
bours has been removed. In this way, we build a set of
neighbourhoods with an increasing number of elements.
Now, we can select the best model in this set by using
the well-known Schwarz InformationCriterion. This cri-
terion takes the number � of model parameters and the
value of b (see equation (2) ) into account. It is de�ned
as follows :

SIC = log b2 +
� log (n� �)

(n� �)
(4)

where n is the number of observations.

We can also determine the neighbourhood by choos-
ing a given number of elements.

Figure 2 shows these partial correlation measures
on a 9x5 non symetric half plane (NSHP) support for
leather and wool textures (�gure 1). A gray value is
assigned to each site according to its partial correlation
value (black for the �rst selected neighbour and white
for the last one).

wool leather

Figure 1: Textures of wool and leather

wool leather

Figure 2: Partial correlation maps of wool and leather
textures
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Figure 3: Evolution of SIC according to the number of
elements in the models

Figure 3 gives the evolution of the Schwarz Informa-
tion Criterion (SIC) when we include the neighbours in
decreasing order of their partial correlation measure.

Figure 4 represents the selected set D, called mixed
correlation models (MCM), for the 2 textures under
consideration.

3 EVALUATION OF

THE ADAPTED MODELS OBTAINED

3.1 Comparison in synthesis processing

We generate textured images with several models esti-
mated on original textures in order to visually compare
the performance of the models. We use a non-correlated
gaussian noise as an entry of the regeneration process-
ing. Globally, the di�erences are small but the adapted
models allways give an image closer to the original im-
age. For example the water is better synthesized with
its adapted model than with a classical NSHP ones (see



wool leather

Figure 4: The adapted neighbourhood (MCM)

NSHP2NSHP1

Figure 5: NSHP models of order 1 and 2

�gure 6).

3.2 Comparison in classi�cation processing

We assess the adapted models obtained in comparison
with the classical NSHP models of order 1 or 2 given
in �gure 5. The comparison processing consists in the
classi�cation of textured samples with the help of the
criterion de�ned as :

C(k) =
1

bk
exp�

(�e(k))2

2b2k
(5)

where

�e(k) =
1

IJ

IX

i

JX

j

(y(i; j) � ŷ(k)(i; j))2 (6)

is the prediction error for the model k. We use di�erent
sample sizes of 8 textures of the Brodatz album [7].

3.3 Results of classi�cation

Figure 7 summarizes the classi�cation results and
shows the improvement brought by the adapted models

Original texture

Synthesized texture with adapted model

Synthesized texture with NSHP model

Figure 6: Synthesis of water texture

in terms of percentage of good classi�cation. The
improvement is globally of 2%.

4 CONCLUSION

In this paper, we have studied the in
uence of the choice
of the neighbourhood for the texture representation and
for the discrimination power of the AR model. We have
presented our method of neighbourhood identi�cation
based on auto- and partial correlation measures.
The results show that the adapted models obtained
improve the visual aspect of synthesized textures and
the percentage of good classi�cation in a textured
samples classi�cation processing.
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