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ABSTRACT

The paper analyses autoregressive moving-average
(ARMA) system identi�cation method. This method
belongs to higher-order statistical methods of a linear
algebra type, showing a unique feature that the method
works for any kind of model, i.e. MA, AR, or ARMA,
and that the model's order (p; q) need not be known in
advance. Our analyses of the ARMA approach proved
that there is a class of systems not being identi�able. All
these systems having poles si; i = 1; : : : ; p, and at least
one zero of type of (si1si2 � � � sik�1)

�1; i1; i2; : : : ; ik�1 2
(1; : : : ; p) cannot be identi�ed by ARMA w-slices using
kth-order cumulants, no matter whether with single cu-
mulants, linear combination of cumulants, 1-D slices, or
multidimensional slices. The analytical result is backed
by simulations. Finally, we propose a procedure of ver-
i�cation of ARMA identi�ability and an extension of
ARMA w-slice in order to assure the identi�ability.

1 INTRODUCTION

During the last few years, the system identi�cation
methods based on higher-order statistics (HOS) have
gained a lot of attention in many applications. A vari-
ety of approaches has been proposed, basically divided
into closed-form, linear algebra, and optimisation solu-
tions [1]. Nevertheless, none of them exhibit thoroughly
acceptable behaviour, especially multiple constraints di-
minish their value.

Recently, a new linear algebra solution has been in-
troduced under the name of w-slice methods [2]. It has
been found robust and applicable to any type of the
model, i.e. MA [3], AR [4], and ARMA [5], having an
order of (p; q). In case of MA and AR models, identi-
�ablility was proved [2, 3, 4], while the same property
was supposed in case of the ARMA models [5]. Never-
theless, a class of ARMA models exists that cannot be
identi�ed by the w-slice approach, as we will show here.

Recapitulate briey the basic formulation of the w-
slice method [5]:

cw(�) = w2C2;y(�) +

NX
�2=�M

w3(�2)C3;y(�; �2) +

NX
�2=�M

�2X
�3=�M

w4(�2; �3)C4;y(�; �2; �3) + � � �

(1)

where Ck;y stands for the kth-order cumulant of signal
y (the observed system output) and wk for the corre-
sponding weights.

The identi�cation algorithm is based on two steps:
�rst, the weights are calculated according to the chosen
set of cumulants, and afterwards, the weights are used in
estimation of a causal system response, h(n). Practical
implementation of this approach is preferably, because
of lower computational complexity, used with 1-D slices
of either a single cumulant or a combination of several
higher-order cumulants. In the sequel, we show that
when the w-slice method fails with a single cumulant,
there is no linear combination of this cumulant with
any other higher-order cumulants that would guarantee
identi�ability (Section 2). In Section 3, we develop an
identi�ability veri�cation procedure and an extension of
ARMA w-slices in order to assure the identi�ability.

2 IDENTIFIABILITY

USING w-SLICES WITH A SUM OF SEV-

ERAL HIGHER-ORDER CUMULANTS

We have investigated the identi�ability of ARMA w-slice
method using 1-D slices of single higher-order cumulants
and proved the class of ARMA(p,q) models that cannot
be identi�ed through this approach [8]. We modi�ed
Eq. (1) to:

cw(�) =

NX
�2=�M

wk(�2)Ck;y(�; �2; 0; : : : ; 0)



=

1X
n=0

h(n+ �)gk(n) (2)

where

gk(n) = k;xh
k�2(n)

NX
�2=�M

wk(�2)h(n+ �2)

= k;xh
k�2(n)

M+NX
j=0

uk(j)h(n+N � j) (3)

and k;x denotes kth-order cumulant of the system's in-
put non-Gaussian i.i.d. noise and the weights, uk(j) =
wk(N � j) . These weights are calculated according to
the chosen limits, M and N , out of a linear system with
K equations [7]. We have proved that a certain form of
the weights, uk(j), is mandatory if the proper solution
for the system response, h(n), is to be obtained via the
w-slice method. This form yields:

uk(n) =

pX
i=0

a(i)r(n� i); n = 0; : : : ; N +M (4)

where a(i) designates the system AR coe�cients and

r(n) =

8<
:

1
k;xb(q)

; n = N � q

arbitrary value; 0 � n � N � q � 1 :
0; otherwise

It has been believed that the weights of the necessary
form appear if a solution of cw(�) = 0 for � < 0 is forced.
The authors of [5] and [6] based their proof on an erro-
neous assumption; namely, they claim that if cw(�) = 0
for � < 0 then the same is valid for gk(n). They derived
the corresponding conditions for M;N and K believing
that these conditions are su�cient. However, they are
only necessary for the mandatory form of the weights
uk(j), as we showed in [7].
The main question in conjunction with the w-slice

method is whether the solution for the weights obtained
via the anticausal cumulant slices and the condition
cw(�) = 0; � � 0 ful�l the necessary form of (4). In or-
der to �nd out the answers, we observed the anticausal
part of Eq. (3) in the z-domain:

1 =
�
H(z)Gk(z

�1)
�
a
: (5)

We focused on Gk(z
�1). An obvious transform of the

convolution sum over j was straight forward. But
the time-domain multiplication of this sum by hk�2(n)
needed a proper solution. We introduced expansion of
all the system poles into the in�nite geometric series [8].
As we talk about the causal, LTI stable system, H(z)
can have only inner poles. Therefore, for a solution of
(5), it is enough that Gk(z

�1) possesses no outer poles.
Interesting is then only the part of Gk(z

�1) that is be-
yond the area of independent samples caused by the MA

part. Denote this part of Gk(z
�1) by index 2, writing

Gk;2(z
�1). After multiple computational steps and con-

clusions [8], we obtained the following form:

Gk;2(z) = z�(M+q)

1X
n=0

8<
:

M+NX
j=0

uk(j)

"
pX

i1=1

ei1s
n
i1

#k�2 pX
i2=1

fi2s
n�j
i2

9=
; z�n (6)

where si stand for the poles of the system model H(z),
ei = dis

M
i and fi = eis

N
i , while di equals di =

limz!si
1�siz

�1

A(z)

Pq

m=0 b(m)s�m+q
i with A(z) represent-

ing the AR part of the model, b(m) MA coe�cients,
and (p; q) the system's order. An additional modi�ca-
tion leads to:

Gk;2(z) = z�(M+q)

pX
i1=1

� � �

pX
ik�1=1

Uk(s
�1
i1
� � � s�1ik�2z)

ei1 � � � eik�2fik�1

1� si1 � � � sik�1z
�1

; (7)

which is the basis for recognition of the class of non-
identi�able systems using ARMA w-slice 1-D single cu-
mulants. The class comprises all the systems having at
least one outer zero with the value of one of the inverted
poles in Eq. (7). In other words: for the kth-order cu-
mulant, the poles generated in Gk;2(z

�1) are of the form
(si1 �si2 � � � sik�1)

�1; i1; i2; : : : ; ik�1 2 (1; : : : ; p). If there
is a zero in H(z) with the value of any of these poles,
the two cancel in Eq. (5). This leads to identi�cation
problems of H(z) using 1-D slices of the kth-order cu-
mulant.
Now, extend Eq. (3) to a sum of multiple higher-order

cumulants:

g(n) =
X
k2I

k;xh
k�2(n)

M+NX
j=0

uk(j)h(n+N � j); (8)

where I = fk1; k2; k3; : : :g represents a set of orders of
combined higher-order cumulants.
Applying this extension to the z-domain part of gk(n),

from (7) we have:

G2(z) = z�(M+q)
X
k2I

pX
i1=1

� � �

pX
ik�1=1

Uk(s
�1
i1
� � � s�1ik�2z)

ei1 � � � eik�2fik�1

1� si1 � � � sik�1z
�1

: (9)

This �nal form enables conclusions on identi�ability of
the ARMA w-slice method using multiple 1-D higher-
order cumulants.
Expression (9) was derived with a supposition that

the number of weights was the same for all the cu-
mulant orders respected. So, all the polynomials



Uk(s
�1
i1
� � � s�1ik�2z) have the same length. If we take into

account di�erent numbers of weights, it changes only
the lengths of Uk. The poles of G2(z) remain the same.
That only is what matters. As we saw, the poles of
G2(z) may prevent identi�cation if one of them coin-
cides with an outer zero of H(z). Therefore, no linear
combination of cumulants of which one caused identi�-
cation problems can improve the identi�cation either.

An illustrative example

This conclusion is supported also by simulations. We
tried to identi�ed in 100 Monte-Carlo runs the following
system, where the system input was a zero-mean i.i.d.
exponential noise with variance 1:

H(z) =
1� 1:5z�1 � z�2

1 + 0:5z�2
; p = 2; q = 2:

The system has two zeros at 2 and -0.5, and two poles

at �
p
2
2
| (| being imaginary unit). The zero at 2 equals

an inverse of the product of two poles, which prevents
identi�cation by the 3rd-order cumulants (Table 1). In
Table 2, the results were obtained for the same system
by the 4th-order cumulants. As we expected, the iden-
ti�cation was sucessful. However, the results in Table
3, gathered from the identi�cation with a sum of the
3rd- and the 4th-order cumulants, show that the identi-
�cation failed. This was also expected according to the
derivation in previous sections. Namely, if a cumulant of
a certain order prevents identi�cation, no combination
with any other cumulants can provide the identi�ability.

Table 1: Simulation results for the 3rd-order cumulants,
length of the input noise of 8192, N = q; M = p; K =
M + q.

Parameters a(1) a(2) b(1) b(2)

True value 0 0.5 -1.5 -1

Mean -0.0072 0.4996 1.8473 0.5834
Std � 0.0751 � 0.0498 � 8.7957 � 3.8928

Table 2: Simulation results for the 4th-order cumulants,
length of the input noise of 8192, N = q; M = p; K =
M + q.

Parameters a(1) a(2) b(1) b(2)

True value 0 0.5 -1.5 -1

Mean -0.0037 0.4803 -1.2772 -0.8752
Std � 0.0903 � 0.0742 � 2.8434 � 1.1082

3 CHECKING THE IDENTIFIABILITY

Another interpretation of the non-identi�ability pointed
out here may be as follows: such systems give in an

Table 3: Simulation results for a combination of the 3rd-
and the 4th-order cumulants, length of the input noise
of 8192, N = q; M = p; K = 2(M + q) + 1.

Parameters a(1) a(2) b(1) b(2)

True value 0 0.5 -1.5 -1

Mean -0.0137 0.5061 0.2178 -0.0686
Std � 0.0941 � 0.0814 � 4.3038 � 2.4363

ARMA w-slice identi�cation the correct AR part, but
the MA part is incorrect because of the cancelled zero(s).
We realised this fact also observing our simulation re-
sults.
Hence, if Ĥ(z) is the identi�ed estimate of the real

system H(z) with X(z) and Y (z) being its input and
output sequences, then the following derivation applies:

Y (z) = H(z)X(z) =)

X̂(z) =
Y (z)

Ĥ(z)
=

H(z)

Ĥ(z)
X(z) = F (z)X(z): (10)

Suppose Ĥ(z) lacks some outer zeros owing to erroneous
identi�cation by ARMA w-slices. Otherwise, all the
poles and other zeros are considered the same as within
H(z). This means that F (z) must be a �nite, i.e. MA,
sequence. Moreover, if the identi�cation is correct, F (z)
must be a constant, theoretically. Thus, F (z) actually
gives a measure of a system identi�ability using ARMA
w-slice approach.
From Eq. (10), X̂(z) can be obtained as a deconvo-

lution outcome of the system's output signal and the
system estimate. Another MA w-slice, or similar, pro-
cedure may be applied to (10) in order to extract F (z).
Once F (z) is known while non-identi�ability was sus-
pected, the very same F (z) represents the missing zeros
of Ĥ(z):

H(z) = Ĥ(z)F (z): (11)

Eqs. (10) and (11) �x the ARMA w-slice identi�a-
bility problem and mean an extension of the original
method.

4 CONCLUSIONS

The w-slice identi�cation method works satisfactory in
non-parametric identi�cation without a priori knowl-
edge of the system order and it may be applied to all
kinds of models, i.e., MA, AR, and ARMA. In spite
of these very nice features, identi�ability problems are
encountered in the ARMA cases. In this paper we de-
�ne a class of such non-identi�able systems. In oppo-
sition to the general conviction that a sum of multi-
ple higher-order cumulants circumvents the identi�ca-
tion problems, we have proved the following fact: if an
ARMA system cannot be identi�ed by 1-D w-slices us-
ing a single cumulant of a certain order k, there is no
linear combination of any higher-order cumulants, the



kth-order included, that would lead to successful identi-
�cation. The reason is that such a combination includes
again the poles that prevented identi�cation with a sin-
gle cumulant { see Eqs. (7) and (9).
Finally, return to the most general de�nition of the w-

slice identi�cation method, i.e. to Eq. (1). We revealed
here analytically the reasons for non-identi�ability in
the case of 1-D cumulant slices used for the calculation.
We also saw that a combination of di�erent cumulants
cannot resolve the identi�ability problems. Thus, the
same conclusion may be extended to the multidimen-
sional slices. Also these cases merely mean a combina-
tion of di�erent 1-D slices. If only one of them couldn't
be identi�ed, its "fatal" poles would appear in any com-
bination with other slices. Hence, the multidimensional
slices bring no solution to the ARMA w-slice identi�ca-
tion problems either. However, a possible extension of
the method proposed in the previous section can help,
�rstly, detecting the non-identi�ability and, secondly,
avoiding the errors introduced by the original ARMA
w-slice algorithm.
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