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ABSTRACT

In this paper an e�ective motion compensated image in-

terpolation techniques is presented. The proposed algo-

rithm has been developed for the interpolation of miss-

ing frames in image sequence and it is based on two

principal elements. The �rst is a region-based motion es-

timation and representation technique, which combines,

for each known image, an approximate initial motion

�eld estimate and an initial image over-segmentation

(obtained using both luminance and chrominance infor-

mation) to produce a very accurate a�ne-model regular-

ized motion �eld. The proposed algorithm uses a robust

identi�cation technique for the estimation of the motion

parameters associated to each region. The second im-

portant element is the use of an interpolation technique,

that starting from the available motion information, de-

�nes, for each point of the image to be interpolated a

suitable reconstruction strategy taking into account for

di�erent situation that can appear (for example a mov-

ing object can occlude either a stationary background or

an another object and so on). The principal aim of the

proposed algorithm is the reconstruction of the missing

frames in a reasonable way, without introducing signif-

icant artifacts and assuring the pleasant representation

of object displacement.

1 INTRODUCTION

This article deals with the problem of accurate interpo-

lation of missing frames in image sequences. It is well-

known from the literature [1], [4] that this type of in-

terpolation can be implemented in an e�ective way only

by taking into account the motion of objects present

in the imaged scene and, therefore, by implementing

non-linear interpolation techniques. This is mainly due

to the fact that, generally, the frame rate in image se-

quences does not satisfy the hypothesis of the sampling

theorem and, therefore, linear interpolation techniques

cannot actually be used. This fact becomes even more

critical when a time- subsampled version of an image

sequence is being considered and the missing frames

must be reconstructed. Region-based motion estimation

algorithms are particularly suitable for object-oriented

video coding schemes and high-quality motion compen-

sated post-processing of video streams. In fact, region-

based motion estimation algorithms can lead to esti-

mated motion �elds that exhibit a high degree of coher-

ence inside each region that should represent the per-

spective projection of a physical object that moves in

the imaged scene. One crucial aspect of the region-

based motion estimation technique is that it actually is

a circular problem, which consists of two sub-problems

that cannot be solved separately. One problem is rel-

ative to accurate segmentation of images into regions

of coherent-motion (objects) while the other one is that

of the estimation of motion parameters for each one of

the regions. In principle, the mutual inter-dependency

between the two sub-problems would require a joint ap-

proach to their solution. However, the complexity of

joint estimation algorithms currently makes them un-

suitable for real-time applications. This article presents

a region-based motion estimation scheme in which the

two sub-problems of image segmentation and parame-

ter estimation are treated as separately as possible. In

order to do so, two rather complementary information

sources, extracted from the input image sequence, are

combined: the former is a modestly accurate motion

�eld estimate while the latter is an initial image seg-

mentation into elementary regions, which is obtained

through a purely intra-frame analysis. Two signi�cant

results are presented in this work: the former consists

of an algorithm for an accurate description of the vector

�eld that describes the motion between two consecutive

images (current one and previous one). This algorithm

is also able to segment the current image into regions

characterized by congruent motion. The second result

consists of an interpolation technique that, starting from

the available motion information, de�nes for each point

of the image to be interpolated a suitable reconstruc-

tion strategy that accounts for the possible situations

that could take place (e. g. a moving object which oc-

cludes either a still background or an some other object).

These two methods are strictly interconnected because a

sophisticated interpolation algorithm can only be e�ec-

tively implemented when reliable and physical motion



information is available. The performance of the en-

tire algorithm can be increased taking into account the

time redundancy of the considered sequence. In partic-

ular the number and the shape of the regions (objects)

should vary slowly along time. Therefore for each new

image the segmentation and displacement information -

relative to the previously analyzed frame - can be used

as a starting point for the analysis. As far as the in-

terpolation algorithm is concerned, the main goal of the

interpolation technique is to reconstruct missing frames

of an image sequence without introducing signi�cant ar-

tifacts while guaranteeing a high-quality representation

of the objects that are moving within the imaged scene.

2 THE PROPOSED ALGORITHM OF MO-

TION ESTIMATION

In the algorithm we propose, the initial image segmen-

tation and motion estimation operations are applied by

two parallel functional units on the same video data, as

shown in �g. 1.

Figure 1: Architecture of the proposed algorithms.

2.1 Initial Estimation

A very e�cient, block-based algorithm [6] is used for

the initial estimation of the motion vectors between the

current image I(x,y,n) and the past image I(x,y,n-1);

spatial and temporal coherency are exploited both to

reduce the computational cost and to increase the co-

herency of the estimated motion �eld.

2.2 Segmentation

This stage produces an intra-frame spatial partition of

the current image I(x; y; n) into an initial large set

of regions, using three steps: image simpli�cation (by

anisotropy di�usion), contour extraction (by the mor-

phological gradient), region labeling (by the watershed

transformation). Both luminance and chrominance edge

information is employed, to avoid segmentation ambigu-

ities.

2.3 Motion Models

The purpose of this block is to identify a set of objects

characterized by coherent motion, by suitably group-

ing elementary regions (coming from the segmentation

stage) by an iterative analysis of the available mo-

tion information. Each group of neighbouring elemen-

tary regions characterised by coherent motion vectors is

grouped into a unique macro-region and an a�ne mo-

tion model is estimated in order to assign a displacement

vector to each region point. The clustering procedure is

done, in an iterative way, by performing a robust linear

regression (M-estimation) [2], [3] on the block-estimated

motion vectors. As a matter of fact, robust linear regres-

sion represent a reasonable solution for the parameter

identi�cation problem when observed data is a�ected

by errors that cannot be modeled as a white random

noise with Gaussian distribution. Since the regression

is done on arbitrarily shaped regions, blocking artifacts

are eliminated, and a more accurate estimation of the

true object motion is achieved even if the initial motion

information is noisy. An interesting side-e�ect of the ro-

bust clustering and estimation of the motion parameters

is represented by the fact that, normally, the points be-

longing to covered/uncovered areas (critical zones) are

clearly detected. This happens because the regression of

the a�ne parameters takes into account both the initial

motion vectors and their corresponding motion compen-

sated luminance di�erences.

2.4 Region tracking

In order to increase the quality of the motion and the

segmentation information, the region shapes and the

a�ne models, obtained from the previous frame, can

be used as a starting point for the current frame analy-

sis. At �rst the intra frame segmentation is carried out

as indicated in section 2.2. The merging of the "micro-

region" into a region that should represent real object,

uses the motion knowledge to update the previous avail-

able information. Both motion information and statis-

tical tests on the region shapes - present in the previous

and current images - are used to validate the current

match between regions into the two images (current one

and previous one). When a good match is not found,

the system assumes that a scene change is occurred and

all the processes are restarted from scratch [7], [8].

3 THE PROPOSED INTERPOLATION

TECHNIQUE

A number of algorithms for temporal interpolation is

available in the literature, but most of them either rely

on the assumption that the background is �xed and the

objects never overlap with each other, or use very simple

heuristic rules for reducing interpolation artifacts [5]. In

the next subsection we will explain how the availability

of a region-based motion estimator can lead to a bet-

ter solution to the temporal interpolation problem. We

assume to work with time subsampled version of image

sequences version (M indicates the subsampling factor)

and to reconstruct the missing images. The step of the

interpolation process are the following.

3.1 Region map for past image and intermedi-

ate image

We de�ne as a region map mn a geographical map in

which all points belongings to one region are marked

with a single value; mn is obtained by segmentation of

the image In. If the motion information, associated to



each region, is known, then it is also possible to recon-

struct this map also for the image In�M (mn�M ), where

M is the time-subsampling factor, through motion com-

pensation, that produces the multi-assigned pixel in

mn�M belonging to the uncovered regions. If two or

more pixels in mn are assigned to the same pixel in

mn�M , we choose the one that minimizes the motion-

compensated luminance di�erence between images In
and In�M . Furthermore, if we assume that shape trans-

formations are continuous over time (which corresponds

to the uniform linear pixel motion assumption), then it

is possible to de�ne a depth-priority criterion for over-

lapping regions, which permits to obtain the map mn�k

for 0 < k < M , relating to the intermediate image In�k .

This map contains the covered/uncovered zones and the

moving objects in the intermediate image.

3.2 Motion models in intermediate image

As a consequence of motion continuity, it can be shown

that, if an a�ne transformation describes the shape

changes of a region between In and In�M , then there ex-

ists an a�ne transformation that exactly describes the

shape changes of the same region between In�k�In and

between In�k � In�M .

3.3 Reconstruction of pixel data in intermedi-

ate image

Once the region map mn�k and the spatio-temporally

transformed motion models for all regions are known,

the reconstruction of pixel data in the intermediate im-

age dIn�k is so performed:

� pixels belonging to non-critical zones are assigned a

weighted linear combination of data extracted from

In and In�M ;

� pixels belonging to uncovered zones are assigned

pixel data taken from image In only;

� pixels belonging to covered zones are assigned pixel

data taken from image In�M only.

4 SOME EXPERIMENTAL RESULTS

The simulations were carried out on time-subsampled

versions of the Flower Garden, Table Tennis and Fore-

man sequences in CIF format. The proposed motion es-

timation algorithm was compared with the block-based

one, both to predict an images (belonging to a sequence)

from the previous one and to interpolate missing frames

in an image sequence. The results showed an apprecia-

ble improvement in the quality of the estimated motion

�elds (see �gures 2, 3, 4, 5) and of the reconstructed

images when using the proposed algorithm (see �g. 6).

Current research is oriented at introducing object time-

tracking techniques, in order to enhance the segmenta-

tion quality. Also, we are working on the reduction of

the computational complexity, to make a cost-e�ective

implementation of the algorithm possible.

Figure 2: Original current image (frame 26).

Figure 3: Magnitude of initial motion �eld block based

estimate (luminance edges overimposed).



Figure 4: Vectors discarded during the robust regres-

sion phase (marked in black and overimposed to original

frame).

Figure 5: Magnitude of �nal a�ne-regularized motion

�eld (luminance edges overimposed).

Figure 6: Interpolated image (corresponds to skipped

frame 25).
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